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A study explored the relationship between oral and
written patterns produced by a.group of black college freshmen .
enrolled in remedial writing classes. Forty students were asked to
produce, in formal language style, both oral and written summaries of
a reading selection.-The data were analyzed to determine (1) the
extent to which patterns, classified as general American English
(GAE), black American English (BAE), and intralectal (IL)--neither
GAE or BAE--varied from oral to written language; (2) the effects of
nonedited American English (NAE) patterns (categorized as dialect
patterns, speech code errors, and print code errors) on text
effectiveness; and (3) the extent to which-more proficient and less
proficient wvriters differed in their use of NAE- patterns. The results

i of the analysis revealed that subjects did vary in tReir oral and .
written prodnctxon of non-GAE patterns and that the variations
_occurred in different forms. Specifically, it was found that dialect
" patterns had a greater effect on text effectiveness scores than did
patterns in the other NAE categories and that high and low
proficiency writers differed both quantxtatxvelv and qualitatively in
their use of NAE patterns. (Appendxxes contain definitions of terms,
fot?s used in the study, and copies of coded writing samples )
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The Influence of Spoken Language Patterns
on the
Writing of Black College-Freshmen

]
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This study explored the relationship between oral and written patterns
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s

" .
produced by a group of Black college freshmen enrolled in remedial writing
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classes. Participants were asked to péodhce, in a formal language style,

v
.

both an oral and a written summary of a reading selection. Data were analyzed
to determine (1) the extent to which patterns, classified as General American

?nglish (GAE), Black American English (BAE), and Intralectal (IL = neither

bAE nor BAE), varied from oral to written language, (2) the effects of Ton-

RN

fedited American English patterﬁs--caﬁegorized as Dialect Patterns, Speech Code

errors and Print Code errors, on text effectiveness, and (3) the extent to

which more-proficient and less-proficient writers differed in their use of non-

Edited American English patterns. From a theoretical perspective, findingﬁ of

this study were expected to provide clarifying information on the débates over

the dialect-interferencé‘theofy and its efficacy in explaining the processes of

learning a second dialect. From a practical perspective, findings of this study '

were expected to provide guidelines for planning writing programs for speakers

of non-mainstream dialects. - -

o

The first part of this report consists of a rationale for the study, a -

\ ) | T
review of relevant litetature and a description of reseatch methods. The second .

part of the report describes the methods uSed to analyze the data and the results:‘

obtained from the anglysesg The conclusions and implications for further
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. are discussed in the last section of thetrepott. - ; B
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the assumption that cont;asts between Black American English (BAE) and Generala.

American English (GAE) result in interference, thereby causing Black students ;o
produce large numbers of uﬁacceptable sentences in written compositions. This

assumption, known as the diélect-interference hypothesis, has beéen the source of -

much debate among researchers. Research on dialect and writing, like other re-
search on dialect and learning, subsided during the late 1970's, leaving many

questions unresolved. As a result of the 1979 (Joiner) Decision in the case of

King School Children v. Ann Arbor School District; a case which focused on the

school's failure to provide instruéfional programs that would accomhodate the
’ 3

language differences 6f eleven Black children, assumptioﬁs about dialect-interference
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and about instructional accommodations to language differences are currently being

re-evaluated. At the same time, howsver, practitioners are attempting to'plan

o
5 3

1

instruction based on an ideng}fication and remediation of dialect problems. With
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'regard to writing, for example, one hears references to a new category of writing

i
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errors, dialect-interference errors, and in some caseé remedial writing programs

, \
have been designed to focus primarily on problems of dialect-interference and

writing. Such a focus poses problems, for it is still not at all clear how dialect

]

influences writing. The unresolved issues must therefore be recast in the form
) L )

of empirical questions and inveséigated with the same rigor as wa;\qharacteristic

of the earlier research. In order to improve writing instruction for minority

students, we need more information about the relative influence of spoken language

.

tonn

on the production of written language. In order to better understand how spoken

language “influences the production of written language, more research is needed.

:%*'
~

These two needs are addressed by this study.

Review of the Literature

. 5

The two general ‘questions addressed by this research are quite similar to

¢

those found in éther atudiés: (1) How is éhe relative 1nf1uenée*of spoken
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language patterns on the production of -written language patterns to be determined?
L o . .

; ks o

and (2) How can information about the relation of spoken language patterns to

written language patterns ' . be used to aid in the instructional process? First

' - L

- it should be noted that those who have,conducted research on dialect and writing j

7 have found the theory of dialect-interference incapable of accounting for all non-

GAE patterns produced by Black students (Smitherman, 1969; Sternglass, 1974; and

.,
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Whité¢man, 1976). This previous work is best discussed in relation to problems

iy

confronting the researcher. But before addressing the technical problems of the

e
-

researcher, it is useful to review two other theories about how spoken languige
' b
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g influences written language.

Hartwell (1980) offers the print-code hypothesis as an alternative to the

3
dialect-interference hypothesis. Hartwell argues that

PRI
PR g e

Dialect interference in writing, in and of itself, dbes not exist, and
that pedagogies for teaching writing skills to native speakers of English
that assume such interference are theoretically wrong, pedagogically un-
sou~4 and socially unwise. (p. 101)

e
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i fnstead, Hartwell suggests that '"all apparent dialect interference in writfné is.

N
“

reading-related, reflecting partial mastery of the print code...'" (p. 113). The

R
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print-code hypothesis is offered, then, as an aitefnative, or more adcurately, as

you #
L
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a counter-hypothesis to the dialect-interference hypothesis. Imperfect mastery
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of the print-code may, ﬁowever, be characteristic of any writer. The second
. &

alternative hypothesis, the speech code hypothésis, may also be applied to any
.o writer. The speech-code hypothesis, though not formally referrad to as such,

X is referred to in the work of psycholinguis:s. Diaute (1981), for example, has

identified several laﬁguage patterns that cause problems when transferred from

: speech to writing. Sentence fragments, for example, often ‘do not interfere with

I meaning in spoken language, but usually reduce the effectiveness of written com-

= 4 - . <..w

munication due to a lack of direct contact between communicator and communicatee. |

g - v

Such errors are thought to be due to psycholinguistic'processes gpch as forget;ing&?
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This characteristic of written text fits into the categorj of speech rather than
dialect. A second characteristic of spoken language used to account for students '
prgdﬁction of non-GAE patterns has been referred to by Collins and Williamson

(1981) as abbreviated syntax. When investigating language patterns of poor writers, T

these researchers note that where oral communication has been highly dépendent upon

et

abbreviated meanings, the same kind of communication pattern is carried over to

W ke

written language. Of the features of text associated with abbreviated meaning,

.
%
s

the use of personal pronouns (he) and demonstrative pronouns (this) without clear

réferents have been identified as characteristics cohmonly found in the writing
of Black students. This viewpoint is possibly related to Bernstein's theories
about elaborated and restricted codes (1970), the latter being used by members of

lower socio-economic groups who are accustomed to communicating only in informal,

Sy
ety ot aeialan

personal social settings. Certainly as the work cn dialect and writing continues,

assumptions other than the dialect-interference assumption will need to be con-

s e ioa ow we o

sidered. Although the most immediate concerns of this study have to do with the

dialecﬁ-interférence hypothesis and related proposals for instrﬁctiqnal programs,

these alternative expléﬁations helped to resolve a problem that occurred in the -

research design, as will be seen in the discussion of research methods. The three
studies having the most direct influence on the design of this study, however;
were conducted by Smitherman (1969), Sternglass (1974), and Whiteman (1976).

From each of the studies, one gains useful information about Howvthee
question of dialect and writing might be approached in cesearch. Smithermaﬁlp’

suggests that the dialect patterns found in her data require explanations baﬁgéiwh*a

on discourse patterns rather than on étruptural features of written text. The
. - . E’- S - :
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patterns is limited as a reséarch tool. In the dialect=iﬁ;etfetéﬁ%e)§§§eég
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érequuglly those ;iiggéf:fzétufe
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the patterns targeted for contrastive analysis
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. of Black English that were identified in the urban language research on dialect

variation (Fasold, 1972; Labov, Cohen, Robin & Lewis, 1968). .

B

Sternglass (1974) reports that in her study, errors produced by Black and

Whitg students were not significantly diffeEent. She found that Black students

produced dialect patterns more frequently than White students, but that dialect

features were produced by both groups in similar linguistic environments. She

concluded that there was a quantitative but not a qualitative difference in the

F

use of the following structures: (1) past tense and past participial forms, (2)

P A AR e
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forms of to be, (3) subject-verb agreement (4) articles, (5) prepositions, and

-8
&)
e

(6) pronouns. As the major pedagogical implication of her study, Sternglass

offers the view that "separate language materials for white and black students

are not needed ir remedial college level writing classes" (1974, p. 282).

Indirectly, Sternglass questions the notion that spoken language, Black !

English, interferes with the production of GAE patterns. Her analysis of data
was based, however, on comparisons between quantit&tively-baéed descriptions of
sfudents' vritten language patterns and non-quantitative daéa for the spoken
language pafterns. That is, as spoken langdage data, Sterngiass used salient
features of Black English as described in the urban language studies. Conse-
quently; her comparisons were Pased on unéquivalent sets.of.data with no provisions
for verifying the actual occurrence of features in students' spoken dialect.‘d

Whiteman's.study did, however, include gquantitative data for both the spoken

and written languhge patterns of subjects. Oral data were obtained in "an in-

formal sociolinguistic interview,'" and written data wereuobtainéd "from compo-

sitions written in English class" (1979, p. 5). Concerning both the White .and;

Fat

Black non-standard speakers, Whiteman notes that a limited number. of nonstandégé”xn )

features occurred in the wr&t{ng samplés:




(2)

(3
-(4)

(5).

Verbal -s absence: He walk_ to school every day;

Plural -s ‘absence: They walk down the street with their radio_
in their hand_;

Possessive -s’ absence: Then we went over to my girlfriend_ house;’
Verb ~ed absence: He miss__ the bus yesterday;

Is and are absence: She __ so calm....

Whiteman concludes that dialect influence "is responsible for some

occurrences of nonstandard features in writing, but that it is not solely

responsible" (1979, p. 10). Her conclusion seems to be based on the finding

that certain features occurred more frequently in her written than in her oral

language samples.

of frequency in the spoken and written data or with a higher percentage in

the spoken than in the written data, then Whiteman views these frequency

relationships as evidence of dialect influence. Although the Whiteman study

provides quantitative data for oral and written language, there is one other

factor that could have influenced the“percentage of dialect features that

occurred in her spoken languége data. In collécting the oral language data,

Yhiteman notes that 'contextual factors... were used to obtain the most

natural speech possible" (p. 9). I take this to mean informal speech. The

‘written’ language data came from compositions written in English class. It

-~

appears that the setting, the topic, and the speech style were different

features have beén shgwn to influence tﬁe frequency with which speakers .use
certain forms (Labov, 1972; Straker, 1980), it is quite possible.-that the

frequency diffe?enées are due partially to the diffgrent langgégg SettiﬁSSJ o

’ for the elicitation of oral and written language data. ‘Since each of these

1

What would have happened, for example, ig_ghL oral and written language

Apparently if the features occuv with either similar degrees

m e ————
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data had been controlled for setting, topic,;and‘speech style? It is quite
clear that Whiteman followed the procedure for collecting data that would.
represent the subject's most natural language patterns, While such procedures

have been used quite successfully by researchers interested in describing

the language system of a particular group, the same procedures might pose

A8

limitations on studies that investigate relations between oral and written

language. The problem is that when writing is produced in composition courses,

o

\

it is usually intended to be formal, whereas "natural" speech data is
. -

intended to be informal. In view of Labov's description of Black English as" -

an "inherently variable system,' which means that the variable occurrence of

features is a natural pért of the system, it seems crucial that consideration

be given to variables, such as speech style and qommuﬁication mode, that

influence the frequency with whick certain features are used:

w4, N

From this discussion of past research on dialect and writing, three new
directioné for research can be inferred. First, quantitative data should be
provided for both the oral and written patterns of the group investigated.
Second, it seems reasoﬁ;ple to control the data for factors kiown to influ-
ence the frequency wich which dialect features are used. Third, more attention

needs to be given to possible limitaticns of the contrastive analysis model

for conducting research. On one hand, not enough attention has been given

to the problems of comparing unequivalent sets of data and of éodtrollipg .

data for speech style and mode of presentation. On the other hand, hardly

any attention has been given to the mefhods used to classify 1anguageLQattgtqé.

- - 2, -
My own exploratory work on dialéht~errors in writing suggests that'many .

23 - »
* v

of the non-GAE patterns in Black students' writing cannot bélciéssiféediqg;v} ;j‘>”

oo

either BAE or GAE pattérng{ Insteéad, some of the deviant patterns are wnore., }!ni

similar to what Jack Richards (1979) has labeled intralingral erors for .

re—, . - R ~ -

» ~

<




second language and bilingual speakers. Intralingual errors are characterized
by overgeneralizations, ignorance of rule restrictions, and false concepts
hypothesized. By analogy then, we might consider intralectal patterns as a
third category for describing the language pattefns of second dialect and
bidialectal speakers. Finally, very little attention has b;en given to the
relative influence of.structural features on the effectiveness of written text
or to éhe differential use of non-GAE patterns by writers who are at diffgrent
levels of proficiency. Certainly these variables need to be considered within

the context of questions about the influence of spoken language on written

lanéuage. It is also clear from the discussion above that the question of how
spoken language influences written language may require explanations that go
beyoﬁd dialect features. Since the dialect-interference hypothesis currently
serve; as the basis for designing special progréms for speakers of non-
mainstream dialects, it is important that this hypothesis be tested again,

but with serious consideration given to limitations and implications .of

prior research. Such is the intent of this study.

Research Methods

,The re;earch methods used in this study attempt to address some of the
methodological problems &iscussed above.. First, the researcﬂ questions posed
here requi;ed an analysié of writing on the basis of effectiveness of written

étext and proficiency of the w?iter. Second} in order to avoid the problem of
qompariné unequivalent sets of data, the data elicitation procedures allowed

- for the collection of both oral language and written language samples. Third,
in order to eliminate ‘the problem Q% "forcing" data into either BAE or GAE
categories, additional categories were designated—flntraléctél, Sbeech Code ,
efrors, and Print Code e£rors. For an’ explanation of the technical termg’_

used in this discussion of methods, see Appendix A. This section presents
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all identified for placement in remedial writing. The three research questions

9

.

the research questions and describes the participants, the participants' tasks,

the data colleccion procedures, and the coding of oral and written samples. iy

3
4
Research Questions. The data for addressing the research questions

was gathered from a target population of forty (40) Black college freshmen,

o

investigated in this study are:

(1) to what extent do morphemic and syntactic patterns vary from
oral to written language?
: >
(2) To what extent does the occurrence of features of Black Eng-
lish affect the overall effectiveness of written text?

(3). How does the use of morphemic and syntactic patterns found :
in the writing of more-proficient writers differ from that '
of less-proficient writers? ‘ :

The first question represents an attempt to test theoretical assumpt%ons

associated with the dialect-interference hypothesis. The second and third

questions are expected to yield information about the feasibility of using
contrastive analysis of dialect patterns for discerning sources of errors
in writing and for planning writing instruction. Unlike prior studies on
dialect and writing, this study treats text~effectiveness and writer proficiency , fé
as essential parts of the research design. By so dcing, tﬂe study provides

an empiéical basis for discussing both theoretical and pedagogical issues,

particularly as those issues relate to the target population of this study.

Subjects. The participants in this study were Black, first-term college

freshmen. Only Black students who had been identified for remedial writing

Shee e, 000

Ve

instruction were asked to participate. This particular group was selected

for several reasons. First, the dialect~-interference hypothesis was,originaiiy

offered to account for problems encountered by Black students. Seéond, of’:;

the special instructional programs that have been developed to accommodafe

dialect variation, most represent an acceptance of the dialect-interference,

-~

3
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hypothesis, and most have been designed specifically for ‘use with Black
students. Third, it is generally believed that features of spoken language
are transférred to writing most readily by vriters with underdeveloped skills
or limited wriking experience. Quite pcssibly the use of spoken language
features in writing is one of gA;A;;;’;;;;;;;eristics used to define unskilled
writers. MNevertheless, students assigned to remedial writing courses can be
exp;::;d to use more of the features being studied than other students. Fourth,
in remedial writing courses, a good deal of time is usually spent on sentence-
level writing problems; therefore, any guidelines for instruction are most
likely to be considered for use by instructors of remedial writing. It
follows then that Black students who have been identified for remedial writing
instruction would be selected for study.

Forty-three students volﬁnteered to participate in this study. Data
elicited from the first forty voluntgers were usecd in the study. Each subject
was asked to complete a personal data form (see Appendix B). According to
information provided on the personal data forms, thirty-nine of the forty
students attended ﬂggh school in the state of Florida. Thirty-six of the forty
students attended high schooi'in the state of Florida. A total of sixteen
males and twenty-four females participated in the study. Of the sixteen males,
eight indicated that they had kaken writing courses in high school. Seggn
males and eight females indicated that they had written papers in other courses
but had not taken a writing course. Three males and six females had neither
taken a wrifing course nor written papers in other courses. This information

was collected because it might have some beariﬁguon students' writing perfor-

mance. Althougﬁ no specific controls were set up for different kinds of

expesure to writing or for sex differences, this group was relatively homo-

geneous in that most were educated in Florida and entered the university

A T AR SIS L Y
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under special admission criteria, which means that either their high school
grade point average or their standardized test scores were below that required
" for regular admission. ~,

Data -Collection Procedures. Six sessions were arranged for cullecﬁiﬁg\

data. Each session was fifty minutes long. In each session, participants

-y, B

were asked to perform three tasks: b O 3

) (1) Read a selection silently while listening to a tape re- d
N cording of the same passage; .
(2) Based on the information remembered from the passage, pro- ¥

vide an oral summary of the passage on a tape recorder; and .

. (3) Based on the information remembered from the passage, : .

provide a written summary of the passage.

Although these directions were read orally to students as well as written,

students were reminded to review them upon completion of Task One. In order

/ -
- :

to keep students from quoting.directlx from the passage, the reading selections

ﬁbgne'cafiggted upon comblegion_of Task One. It should be noted that Task One

» -
2
-

-~"% was set up as a.émali group task. Five minutes were provided for review of

-

SNY

the passage.’ The passage was then_collected, and students were assigned to

study carrels which were equipped with tape recorders for oral summaries,

feendsarisanindin,

»

pencil and paper for written sumnaries, and directions describing the tasks

[

to be completed. Ten minutes were allowed for oral summaries and twenty-five .
minutes for written summaries. Although the tape recorders were checked prior
., to the data collectioﬁ-sessions, four of the tapes were inaudib;e. For:two ".‘, .
of the four tapes, students spoke in suchllow voices that it was difficult to
transcribe ;bé tapes. One of the four tapes contained a loud, clear opening

- - - -

. \ . .
statement, but no more. The fourth tape contained no detectable voice sounds;

possibly a mechanical problem. The remaining thirty~six tapes were quite .

audible;’k

rerte

[
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The decision to use the same task for collecting oral and written data

.

represents an attempt to control for speech style, topic, and,node of dis-

0y

course. As mentioned above, speech style has heen shown to influence the

2w bt -

frequency of occurrence of Black English features. By requiring participants

S5 Nt diy ke v gn

to provide both an oral and a written summary of the same passage, it was E

5 3

. possible to control for topic and mode. By assigning a school-like task, :

"summarize the passage," it was possible to indirectly control for speech

stvle. Thirty-six oral and forty written samples, controlled for topic, mode

Py
P S

and speech style, served as the data base for this study. Cog

Coding Oral and Written Samples. In order to arrive at a linguistic

description of the data, patterns in the oral and written data were coded -
using three categories: Black American English (BAE), Intralectal (IL),
and General American English (GAE). The BAE and IL patterns as a set

are referred to as non-GAE patterns. Coded samples of oral and written

data are presented in Appendix C. The coding of the samples represents

the first step in providing a linguistic description of the data. By con-

' TN
en oo v 2 sindp r1di o awen kv g

'

o

o oty

trasting linguistic descriptions of oral language patterns with linguistic

‘gsscriptions of written language patterns for each student, it will be possible

K _-g;-

‘to afrive at an answer to question one --.To what extent do the morphemic and ¢

“syntﬁﬂeic patterns vary from oral to written language?

ot _u Research questions two and three address the problem of the influence S

of language structures on text effectiveness and writer proficiency. An

objective measure of text effectiveness and writer proficiency was needed. . ‘1i

v -
et - .

Holistic evaluations of written samples served as the objective mea3ure of
text effectiveness and writer proficiency. The ratings for text effectivenes
ranged from 1 (low) to 6 (high), and the ratings for levels of proficiency

were originally designated as 1~3 for low proficiency and 4-6 forshigh

g ey
%4

»
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proficiency, but had to be changed because of the small number of papers

receiving high-proficiency ratings.

With regard to text effectiveness, I wanted to find out how holistic

vy

1 .
ratings of written text would be influenced by the presence and absence of

non-General American English (non-GAE) patterns. I reasoned that if the

N B AR Ty A

presence of non-GAE patterns in written text had a negative influence on the
. effectiveness of the written text, then the substitution of General American
o iEnglish (GAE) patterns for non-GAE patterns would result in higher ratings.
- If the original papers and a matched set of papers, revised to fit GAE rules,

L
were rated holistically, it would be possible to attain a measure of the

ta s 47 T aek ot K

.

relative influence of non-GAE patterns on the overall effectiveness of the

. writing by having both the original and the revised sets graded holistically.

s
J

o ndval e st el S

With regard to writer proficiency, I wanted to find out whether the

Sy

linguistic patterns used by more-proficient writers differed from those used

i
Voawrs 4T rom

by "less-proficient writers. If both high- and low-proficiency writers used the

Sl

R

same kinds of patterns but differed in the frequency of usage, the differences

could be described as quantitative differences. If the two groups used differ- .

1

N

1% evatiord W vwan ot X W Ay

ent patterns, the differences could be described as qualitative differences.

-

After completing the first step, .the coding of written language patterns,
it was apparent that modifications in the research procedure would be needed.

As can be seen in Table 1, not all of the written samples contained GAE and IL

patterns.

Table 1 - Number of Dialect Patterns: BAE & IL e
: In Written Samples - .

o

<

The papers did, however, contain other non-GAE structural pa;ternévthgt’gghg§§

g . influence text effectiveness. As mentiored in ;hé‘RgQigw of the Literature;

.- .. AN
P . . . . o
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two broad categories of errors have been discussed in recent literature:

speech code errors (SC), which are associated with constraints on memory and

the influence of semantic recoding on sentence productidn (Daiute, 1981), and

print code errors (PC), which are associated with dmperfect mastery of the

print code (Hartwell, 1980). 1In view of the fact that not all of the'written
-samples contained GAE and IL patterns, coding procedures were modified to
include SC and PC errors.

The speech code errors used in this study are of two basic types, errors
that occur in expanded syntax (Daiute, 1981) and errors that occur as abbre~
viated syntax (Collins & Williamson, 1981). See Table 2 for samples of speech
code (SC) errors. Print code errors, a ﬁotentially broad category, was used
to code two types of print code errors: punctuation and spelling. Table 3

presents the results of the modified procedures for coding sentence patterns.

Table 2 - Samples of Speech Code Error Patterns -

. Table 3 -~ Number ’of Non-GAE Patterns:
Dialect Patterns (DP), Speech Code Errors (SC), and Print Code Errors (PC)
In Written Samples

"

Rather than using one category of deviant patterns occurring in the
written samples, three categories were used: dialect (includes GAE and IL
patterns), speech code errors, and print ode errors. All may be considered'

-

as non~-EAE, since thex_violate rules for editing written Eﬁgiish, Ccnsequently, 7

another group of terms was' adopted for use in the discussion of research :}”f

a\\

question two: Edited American English (EAE), which refers literally to

1 Text Provided by ERIC




15
three cacegories of non-Edited American English structures: (1) Dialect
Patteras which includes BAE and IL patterns, (2) Speech Code Errors, and
(3) Print Code Errors. A decision was made to 1) change dialect patterns
tgfejneral American;English patterns on papers\containing three or more non-
GAE patterns, 2) change speech code patterns to GAE on papers containing

three or more SG errors, and 3) change print code errors to GAE on papers-

«

containing nine or more PC errors. These designations ‘were made on the basis

of the average number of non-GAE patterns occurring in the written samples

(see Table 3). It was also noted that some papers contained high occurrences

’

of two and sometimes three different error types, while others contained

"

too few errors to warrant revision according to the guidelines’established

for revisions. For the former group, it would be impossible to determine
which‘error type was influencing the evaluations' therefore, two versions of
papers with high occurrences of two different error types were provided for .

v

some of the papers. The total number of original papers was forty and the’

3

total number of revised papers was thirgy-eight; For a list of original

papers and revised papers according to .error t}pe, see Appendix D.

v

Holistic Ratings of the Writing -Samples. Each of the seventy-eight

-

papers was evaluated by ten holistic readers. All evaluators weré graduate

students, trained to perform holistic1eﬁa1uations. Rather than providing . f

. - . RN

the holistic readers with range finders, a procedure that provides sample

papers representing different levels of efficiency, the holistic readers .

.

+

were provided with a.description of the tasks assigned to students and

asked ta rate the papérs'as spontaneously as possible.' BecauSetthe:papers3l

were arranged into groups so that the original and revised samples would. .
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not occur in close proximity, the holistic readers were required to. read the

papers in the order assigned. The papers were alsougrranged so that dif-"

ferent groups of papers would be ze_eqiiq—%: déffsrre,gt_ggéeg:,‘gr;sgé_sz -)sselsgr.!-
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in order to limit bias in ratings caused by fatigue of the evaluators. A

copy of the instrucfions for_hoiistic evaluators is provided in Appendix E.

Data Analysis

The purposes of this section are to describe the methods used to analyze

the data and to report the results obtained from the analyses.

Research Question One: Description of Non-GAE Patterns. The first

resgarbh question treats variant representations of dialect patterns used

in oral and written language. A total of 30 different non~GAE morphological

and syntactic patterns occurred in the oral and written samples. See Table 4.

ey ‘ A

Table 4 - Patterns and Samples of 30 Non-GAE Forms

- - - -1 v

The largest number of non-GAE patterns occurred in the verb group; it is in

- this area of grammatJthat BAE shows the most systematic and persistent de~

$ .
viation from GAE. It is. alsp in this area of grammar that GAE patterns show

the most variation. Some of the patterns occurring in the verb group, the

noun group and the syntax group are affected by rules that overlap each other.

'

That is, the use of verb inflections and noun inflections can be expected to
influence the production of subject;verb agreement patterns. Of the thirty’

non-GAE patterns, five could be clearly classified’as intralectal. See

B

patterns V10, V11, V14,tN5ﬂand;SG on.Téble 4, ,The tésk of classifying

patterns as intralectal turned out not to be as neat and tidy a task as, had

K] . el

i 7

been anticipated. The most difficult to classify were patterns containingt




I feel that he went through a lot of uh, real--real live
action of which he felt his ancestors went through.

He used people such as Kizzy, Fiddler, and other characters
in which he portrayed his generation.

So little has been done on the structure of complex sentences in BAE that
no attempt was made to treat these patterns here. An unpublisted paper by

Gray (1973) treats the structure of relative clauses in BAE but his analysis

L

did not help to resolve the problem of coding the patterns found in the

data. Unclear cases such as the t-10 above were not coded and were, therefore,

ot

"not considered in 'the analysis of data.

Comparisons of Non-=GAE Patterns in Oral and Written Samples. Using the

pattern descriptions in Table 4, occurrences of each feature in the oral
and written samples were counted. Table 5 provides the results for the

total group.

. o
Table 5 — Number of ﬁgn-GAE Patterns in Oral ‘and Written Samples

Many of the non-GAE patterns had low rates of occurrence; however, there was
a tendency for the patterns to have higher rates of occurrence in the oral

than in the written samples. It should be noted here that the rate of

-+ occurrence of spoken dialect patterns has been shown to be much higher for

-informal than for formal speech styles (Labov, 1966). While controlling

for speech style may provide a.better basis for combarison, the potential
disadvantage is that ‘this control might result in the elicitation of fewer;*

spoken dialect forms. Nevertheless, the differences in the rates of

s Sy -

- sAy .-

morphemic and syntactic patterns vary from oral to:

e e
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in both oral and written language, in oral but not in written language, and

in written language but not in oral language. Patterns occurring in each

of the above three categories are identified in Table 6.

1 o

Table 6 - Non-GAE Patterns: Oral Only, Oral and Written, Written Only

«
[

-

In order to determine whether differences between the number or occur-

3 R

ina s T maew @t

[

rences of patterns in the oral and written samples were statistically sig-

nificant, the Friedman two-way analysis of ﬁariance was used. When the‘thirty‘

s obroseehe s R e

X

non-GAE patterns were considered individually, nec significant difference was -
found ‘between numbers’ of occurrences in oral and written. When non-GAE

patterns were compared by groups, i.e. verbs, nouns, syntax, and structure

g Al LB

words, n6 significant difference was found. However, when the‘total number

of non-CAE patterns in oral and written samples'wgs‘considered, the difference

‘a

8t e

T

4

fis

was sﬁatistically,significani;» Thesé results are preseﬁtgd in Téb;e 7.

N - » .
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Table 7 - Results of Friedman Two-Way ANOVA
on Non-GAE Patternsg in Oral and Written Samples .

.

While there is some evidence of variance in the use of oral and written.

language patterns, the question of whether the occurrencé of non-GAE features .

- X - o et

in the written samples can be attributed to spoken language has not been ad- .

1 an,

dressed. Consideration had to be given to the variable usage of GAE-and’nQn:Ar<f‘~

.
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in Sociolinguistic Patterns in Language Variation and by Fasold (1972) in

Tense Markings in Black English. Both scholars emphasize the nead to con- s

sider the consistency of usage of non~GAE patterns in relation to usage of

comparab}e GAE patterns in accounting for varieble usage. . 3
In Whitemanfs (1979) study of the relation between forms produced in
spoken and written language, she used the same procedures for quantifying
her written ané oral data as Fasold and Labov. Recall also that Whiteman

suggested guidelines for interpreting the relationship between usage levels
'representing oral add written data: if percentages of usage in oral ere

ejual to or greater than percentages’ in written, then the written patterns

can be attributed to influence from the spoken. By following the above

o AR P Shea

guidelines for quantifying data and for interpreting relationships between 2

usage in oral and written language, it was possible to provide another basis 8
for determining the importance of the varianoe,between usage of non-GAE pat-

L

terns in the oral and written data. Results from these analyses are presented

in Table 8, which gives the percentage of usage in oral and written; samples;

for each of the thirty non-GAE patterns.

Table 8 - Percentages of Usage of Non-GAE Patterns
in Oral and Written Samples

Notinguthat for some of the patterns non~GAE usage was dominant (over - . "

’

502 usage) in both oral and written language with relatively minor differences

a&’ v
in the percentages, while other patterns showed the opposite trend I decided AN

ra

to examine the: patterns further to. determine whether the not on of domina cef‘

7




L %0
!' from numbers representing = ©ua-iiil-on between non-GAE and GAE usage, the
I},' dominant usage of a non-GAE px=vemn ! --er S0%) also represents non-dominant

usage of the corresponding GAE pattern ‘uader 50%). By considering the
2 -
I' patterns on the basis of dom.nant ‘usage, it would be possible to t. . , C

the percentages as representative of a incre generalized probability measure.

<
n
¢
.
|
e P vy o

We could then use more generalized de:criptions ( + Dominant Orcl/+ Dominant

b

S b e

i Written) to distinguish between transfer and non-transfer patterns. Table 9
. . . . ) . .
: describes patterns according to dominant Non-GAE usage in the oral and

written samples for the 8ptal group.
— : AN =

? Table 9 - Dominant vs. Non-Dominant Egage of Non-GAE Patterns in Oral
: in Oral and Written Samples

el

g
.

Wi rumplad S o b

I . Of the sixteen patterns. showing dominant usage of Non-GAE in the S

oral language, twelve also showed dominant Non-GAE usage-in the written

3w htet e F e et

language. Of the fourteen patterns showing non-dominant usage in oral

L

language, seven also showed non-dominant usage in the written language.

o 2

P

Tentatively, it seemed feasible to consider patterns with shared-domis - -

[

b,
vty P DL A

nance features in oral and written as transfer patterns and those

i .
» —” . e :
with mixed-dominance features as non-transfer patterns. Apparently ' o

some patterns have a high level of transferability (+Dom Or/+Dom Wg),

but other patterns have a low level of tranfarability (~Dom Or/~Dom Wr).

When compared to the patterns designated as transfer and non~transfer

Qy the More-Less Method of classifying patterns, seven transfer and five

3 . - . .
non-trnasfer patterns were classified in thewsame way by the Dominance _.

Method of Classification. These patterns are preceded by ap(,} in Tgbié

“ .

—— e e - P

It ig important to note that aii-égveg:;ténéfer,pa;téfig?hig‘shérgd:§§@§q n

5
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dominance features in oral and written. These results support the assumption .

’ |
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features in oral and written, and all five non~transfer patterns had mixed-

%
that shared-dominance features represent transfer and that mixed-dominance G

4
features represent non-transfer. -

Among the patterns containing mixed features were four of the
intralectal patterns (IL); two of which were identifieg%ps non-transfer -
by both methods of classification. See IL patterns V11 and V14 on Table 9.

As the .patterns least susceptible to tvansfer prbcesses, since they are

-

not a part of the subjects' acquired language system, the IL patterns had

SE . .
the greatest potential for providing information about sources other than "

spoken language that might have been influencing their use. Thus, the IL

patterns warranted further analysis.

Intralectal Patterns. With regard t» the structure of the IL patterns;

the following .had to be considered: - P
(1) IL patterns V10 and V11 both contain modal aux1l1ar1es with
overinflected ~ed suff1xes* . )

(2) IL pattern N5 contains a noun with an over1ntlected -s suffix, ~"

- ‘*
but BAE pattern N1 contains a noun plural ‘without the -s marker ,
for 'plural; . -

(3) IL pattern S6 represents the subject-verb agreement pattern,
but BAE pattern S1 is structurally different but represents
thé same syntactic category as S6. . o

These three points 1nd1cate that for some patterns,. usage varies in
three- ways (GAE~VBAE~VIL), wh1le for other patterns usage var1es in
two ways ( e1ther GAE™BAE, BAE“IL, or IE”GAE) In order to- compare

the var1able usage 0of:GAE, IL, 'and BAE patterns, it wus necessary to

collapse some of the 1nd1v1dua1 patterns and treat the collapsed group

as representative of s1ngle syntact1c categorles: V10 and- V11 as modal-

auxiliaries. (Mod-Aux), Ni. and. NS as noun plurals (Noun-pl), Sl, sz aﬁd SG‘”

as subject-verb agreement patterns (SubJ“V'

Asr) The ﬁpexcent,agé~~'9;ﬁ xiiéésé



At -

-

PSS

Ry

~ transfer and three non-transfer patterns were c1ass1f1ed the same.

» . R
would also have to be computed differently, That is, percentages K

would have to be based on the number of occurrences of individual patterns
o; the total possible occurrences in the»syntactic category. The per-
centages for individual patterns are therefore different from thuse found
on preceding tables. ) g
In examining the data, it was also important to use responses of
only those subjects who produced intralectal patterns. The use of total
greup data for thi's analysis would have resulted in an aggregation of
responses that would have obscured information about the source of Ih
patterns, If the IL patterns are syntactically unique, then those who
produced them might also be unique. Since only sixteen of the subjects :
produced IL patterns, I decided not to mix their responses with those ;
of the total group. Instead, the responses of these sixkteen subjects 4 -

were abstracted from the data and analyzed to determine whether or not o

IL patterns were unique in their transference from oral to written <L

-

language and whetier their variable occurence with BAE and GAE patterns .

*

¥

-

affected the transfer process. Table 10 identifies. the transfer and

(4}

non-tragsfer patterns for the group of subjects who produced IL patterns.

Table 10 - Transfer vs. Non-Transfer Patterns of the IL Group

To maintain consistency'in the presentation of data, both methods

of classifying patterns were used. Looking first at those patterns

classified in the same ﬁay by both methods, we can see that seven

‘o P
« - - Sxay a

“Each- of the seven -transfer patterns share dom1nance features in oral

and written language, 1nc1ud1ng one pattern that was non-domlnant 1n“
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patterns. Had only IL patterns sccurred in this group, we would have .

23

both the oral and writtenxlanguage, :GiVen:tnis'additional support for )
the ‘Dominance Method of classifying patterns, we could justify placing
the three other patterns that shared dominance features in the transfer -

group. Each of the three non-transfer patterns has the mixed-dominance

PE—

features, but notice that mot all. of the ndon-transfer patterns were IL

B ,x‘

veen in a position to claim a unijue role for the IL patterns. The
BAE pattern occurring in this group, Pattern V1, is interesting for

two reasons. .
Piret, pattern V1 is the most basic of the structures that contain 3

the ~ed morpheme, the same morpheme that is over-inflected in the two

other non-transfer patterns, V11 and V14. Perhaps all three are being ?

affected by a rule change in the IL group's language system. Second,

pattern V1 is interesting because it occurred as a transfer pattern

for the total group but as a non-transfer pattern for the IL group. .

The implication here is that the IL group may not be using this pattern

in the same way as other members of the group. Another striking difference - o

= 4
between results of the total group Bnd results ?or the IL group was found

in response to patterns V15, N2 and N4; all occurred as non-transfer

patterns for the total group but as transfer patterns for .the IL group.

Again the IL group may be responding to patterns in different ways
from the total group, but since the ,daté‘for the IL group was abstracted O

from that of the total group, this, implication about dxfferencesugetween
x

the two groups might be mlslead1ng. HWe already know, howeven, that IL R

users differ from the other members of the group in one way -goaahof theif

. .
-

13“80389 Patterns show at least a three-way variablity in usage whereas

others showed only a two-way variablllty 1n usage. Flgure 1 111ustrates

“ « e T

. by: ,the*\;IL- group..
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Figure 1 - Variability in the Usage of Patterns by the IL Group

What is most revealing in Figure 1 is the dominance features of the
GAE patterns. The M;dal—Aux category (V10:and V11l) and the Verbal-Infinitive
category (V14) show that although GAE is dominant in the.orai, it if not
being transferred to writing, just as the IL patterns in the same two

categories are not being transferred from oral to written language. All

patterns in this category may have similar sources. We might note further

that the IL patterns in the two categories shos a two-way variability in

usage, i.e. ILYGAE, and the IL patterns contain overinflected -ed morphemes,

suggesting that the GAE rule is not fully understoéd despite the high :

usage of GAE patterns in the oral language. Rather, the GAE rule is

in a transitional state, in the process of change, and the change is

most likely taking place in written language first since it is in written

language that the deviast structure is most often produced. ) ’
In the noun-plural- category, the GAE usage, like the IL and BAE usage,

indicates transfer. Notice that the same dominance feature is maintained

v -

from oral to written for each of the variable fqpms, i.e. for BAE,IL, and.GAE.

The usagé of the BAE and IL noun-plural shows low levels of transfer, Whereas

the usage of GAE shows a high level of t.ansfer. The implication here is

.

that the GAE .usage is being eliminated from ‘the oral language, at least in .

the formal oral, and being replaced by the GAE pattern. The sharing of
domirance features from oral to written suggests that all three véfiables

have the ‘same source, oral language.- T

v ¥

Finally, in the subject-verb agreement category, the three lects arg',.i

varying in a different way. The BAE and IL variables show a,transfer‘ﬁaﬁﬁgfﬁ&“—r

but the GAE varible shows a noh-t;gpgfegipaétern. Considering ggg'fabt_;ﬁaif
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25 :
the subject-verb agreement rule marks the verb in accordance with g
the number of the noun, one could argue that the.GAE variable differs f

from the IL and BAE variables because of its dependence upon rules

that are affected by two different classes. of words, each of which

could be following different transfer processes. Such an argument

e

cannot be supported here, but we note only that the patterns in the

3
H
3
3:
2
H
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3
z
K

sub ject-verb agreement category cannot be attributed solely to transfer

from oral to written language. Apparently the GAE rule is in a transitional

Y s i3 P

‘

'

= ' stage, and the change is most likely to be taking- place in written language,

i
b
<
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since it is in the writtenélanguage that the GAE pattern is most often -

produced.

This analysis of the IL group's responses to the Non-GAE patterns
indicated that the IL patterns do not have..a unique classification as
as non-transfer patterhs. While four of the five intralectal patterns
could be classified as non-transfer patterns, the noun-plural pattern '
was clearly a tranfer pattern, The iL patterns are, however, unique

R in other ways. First, tﬁey do not co-occur with BAE alone: note . that
we have ILVGAE and IL“GAE”BAE but not IF*BAE. This is important because
it suggests that IL i; more closely linked to GAE than to'BAE. Since
BAE and GAE may vary, the occurrence of the IL patterns in the language "3
system means that chejrelgtionship between the BAE and GAE must under-

< ‘go change. I would-propose that GAE forms can be. produced without o

.a full understandiﬁg of GAE‘rules; the IL patterns serve ‘as a monitoring

device, its purpose being to inspect the.GAE forms mmtil'énough.data -
has been gathered to formul#te a rule and, to a?tempt to appiyith;';ule.

Sécond, we note that IL patterns may occcur as transfer patterns. The

2 - E . - - & - . -4 ot
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learner simply produceé the form in writing the same way she/he would

produce it in spoken language. Here we must assume that the pattem

changes in the written and spoken Tanguage simoultaneously. This

kind of behavior, we will call transfer. It probably is closest

to what has been defined as interference-phenomena. The term transfer is used

here for note that GAE patterns may also be transferred from oral to

written 1aqguage. In contrast to the monitoring behaviors, where

conscious learning and application of rules are taking place, transfer

makes use of unconscious:rule'appliqations, an acquisitional précess.
Yet an;ther kind of performance pattern was suggested by the

gnalysi; of IL patterns. In the case of the subject-verb agreement

paéterns,~we note that although the IL and BAE variables showed a

transfer pattern, the GAE variaﬁlé‘éhdéed a ﬂgn-transfer pattern.

The GAE variable was dominant in written«language. Such patterns

are best accounted for, it seems, on the basis of editing. That is

the BAE and IL patterns are in the oral language system but with a

low level of uéage. When writing, but not when speaking, the learner

1s able to edit the language. If she/he has learned the GAE rule

but still must apply it-consciously, deliberate attempts are probably -

more successful when:.one“issperforming writing tasks than when one

is speaking. These éhalyses suggested that non-GAE patterns may be

transferred from oral to written language, GAE trules may be moni tored,

and Non-GAE forms may be edited out of the written language.
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Research Question Two. The second research question called for

.

an analysis of Non-EAE patterns (non-Edited American English patterns)

in relation to the effectiveness of the written compositions. In

AN oIS YL ¢

s

order to arrive at . text-effectiveness scores for the compositions; , o

I E oy raah T @ RO bt o,

the holistic ratings of ten evaluators weére avereraged. The mean ratings

for each of the sevety-eight writing samples, forty original and thirty-

eight revised samples, are presented in Table 11. -

Table 11 - Text-Effectiveness Scores for Seventy-Eight Writing Samples

Using the Friedman's Analysis of Variance, texé-effectiveness scores
for original and revised papers were compared. The first comparisons were
based on thé text-effectiveness scores assigned to individual papers, i.e. the
text-efféctiveness score of each original paper was compafzd to the text-
effectiveness score of a corresponding revised version of the paper. Only

one set of samples showed a.statistically significant difference, Samplé

5 (F .05). Sample S was revised for speech code errors. v

i

Referring to the diagram below, the second analysis compared differences

-

of text-effectiveness scores for AB, AC, and BC among the original papers
and DE, DF, and EF among the revised papers. The third analysis compared -

differences between AD, BE, and CF, i.e. between original and revised papers

"
ES

with high numbers of errors in each of the three Non-EAE categories. The .

results from these analyses are presented in Table 12,

e
RS

. : . T

Original Papers Revised Papers - .- . 5

: ot oL T _ v BIRER ~ . 1

. ‘ DP SC.- PC DP- SC IPC - ’ 5
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: These results show that the mean text-effectiveness scores differed

e

- systematically in accordance with error type. The mean rating of papers

RATEEY
AL, vkt Nt

i
3

e
2%

in the Speech Code group (5.2) was higher than the mean rating of papers

Ly
Aw3d

. in“the Print Code group (3.2); the mean rating of papers in the Print Code

group was higher than the mean rating of papers in the Dialect Pattern
\ ]

group (1.2). The résults also show that text-effectiveness is more

Terdn

likely to be influenced by changes in Dialect Patterns than by changes

. in the other two categories. Only those papers in: the Dialect Pagtgrh

2 ' group showed a significant difféerence between - the mean text-effective-

%
RS
2
2
3
3

! ness scores of the original and revised papers. We might infer, then, that

K

Diatect Patterns tend to influence text-effectiveness scores more than -

[Pt g

.
'

s
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the other Non-EAE patterns.
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Research Question Three. The third question, which focused on different '

Y

oot by, Db

g uses of Non-EAE patterns by Hi- and Lo-proficiency writers, required an

[
i

objective measure of writing proficiency. Using the text-effectiveness

scores of the forty original compositions, I}dentified two groups of

=

writets: Hi-proficiency Writers, students with text-effectiveness scores
. o .o

at and above the mean score for the total group (2.5), and Lo-proficiency .

Writers, students with text-effectiveness scores below the mean score for

Fe \

the total group. Conqidering the potential range of text-effectiVepess

«

scores, the rating scale of 1-6, the mean, text—effect1veness score is. -
qulte low. Recall, however, that the target populatlon for the study

was 1dent1f1ed on the ba51s of assxgnments to remed131 wr1t1ng coursesm

v - «)
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groups.diffe;
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the number of Non—EAE patterns produced in each of the three categories:

PN .
PN A P RO T

"

gag s b
e s

Dialect Patterns (DP), Speech Code Errors (SC) and Print Code Errors (PC),

.
P
Y

bt

and (2) whether the two groups used the same Dialect Patterns in their

.

written compositions. See Tables 13 and 14 for the comparative data.

et
yd) .t
23 rems
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By comparing the two groups’ levels of usage in oral and written samples,
it was possible to determine (3) whether Hi- and Le-proficiency writers
differed in their transfer of.patterns from oral to written language (see

Table 15).

Table 13 - Text-Effectiveness Scores of Hi- and Lo-Proficiency Writers

Table 13 shows high quantitative differences between the number of
pattérins_produced by each group in two of the Non-EAE categories, Dialect

Patterns and Print Code Errors. The number of Speech Code Errors produced

’
v

. by the two groups %ﬁ remarkably similar. Recall that papers in the
/

Speech Code group receivedcsignificantly higher text-effectiveness

v

scores than papers in the other two groups." One might have suspected

-

that the Speech Code Errors were contributing to the higher text-

A

"effectiveness scores, but the data in Table 13 suggest that - .

the absence of dialect patterns rather than the presence of speech code

errors was influencing the ratings more. This is partlcularly interesting
o s . . \,‘;'

because Speech Code Errors seem'to be ﬁost-directly connected to meaning

-
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‘suggests that Sfieech Code Errors may actually interfere with meaning ’

more than Dialect Patterns. An important question raised but not in-
vestigated here was why did the original and revised papers in the

Speech Code group not show greater differences in text-effectiveness

© scores?

The final observation made w1th respect to Table 13 was that only

.

one member of the Hl-group produced enough dialect patterns in writing

to warrant revisions, an’ observation that supports the view that the

use of dialect patterns may be the most important differentiating character- B

isitc of the Hi- and Lo-proficiency writers. Recall also that the original

version’ of papers in the Dialect Pattern group were rated significantly

hlgher than their revised versions and significantly lower than papers

in either the Speech Code or Print -Code group. Other analytical procedures

were thef%ore carried out with a focus on differences between the Hi- and ) b

Lo-prof1c1ency writers' production of dialect patterns. See Table 14 for

results.

Table 14 - Dialect Patterns in Written Compos1t1ons of H1- and Lo-Pro-
i flclency Wr1ters

oo, - -

.o

Table 14 shows~ that H1~ and Lo-prof1¢rency wr1ters d1fferp1n the

kinds of patterns used in. wr1t1ng.e F1fteen of\the D1e1ect Patterns

were found in the wr1t1ng of ‘the Lo-group but not 1n=the wr1t1igf f;

;eXclusive,y by membg?%

vy F2 :
d«.by bog; greups i thelr-writte

. T

group, Eleven patterns were use

-4

. .

Thus,. the two groups drffer not onl’ quant1tat1ve1y (seezTabie.i3)4b
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qualitative difference, i.e. the use of different patterns in writing

by the two groups, that led to the decision to examine the transfer
processes of the Hi- and Lo~proficiency writers.
Both the More-Less Method and the,Dominance'Method of distinguishing

- ’ 7
between transfer and non-transfer pattern were used. Results from these

analyses are presented in Table 15.

Table 15 -~ Transfer VS. Non-Transfer Patterns for Hi- and Lo- Proficiency
erters

v
“

Based on. the More-~-Less Method, five transfer and five non-transfer

occured for the Hi-group, as compared to seven transfer and-thirteen

>

non-transfer patterns for the Lo-group. That the Lo~group has a much

.higher number of non-transfer patterns than the Hi-group.is not in keeping

-, -
- ’

. with what might be expected. Based on the dialect-interference theory,

Y

¢ ) 3 .
the Lo~group would be expected to show.a greater tendency, toward transfer

patterns. Similarities Le2tween the two groups are found in patterns having .

the same classification. Two of the same patterns emerged as transfer

"

patterns for both groups: S3—Inversien in Indirect questions, and Pl-~

non-standard use of prepositions. Two of the same patterns emerged as

non-rransfer paLternsrfor both groups: V1-Main Verb with § morpheme—for

i

past tense, and N2 -9 Posses§ive.in noun phrases.

and three non-transfer patterns were 1dent1f1ed for the H1-group;‘

.l . .

é?"éompared to: sixceen: transfer:and four non-transfer patternshfor the

- oy
_.‘1 .

Lo-group. These results seem to be more 1n keep1ng w1th.what would be

expected.

N
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. the same way by both methohshof classification:

.

- i - . - B . f .
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emerged as transfer patterns for both groups: S3 and Pl, as was found

using-the More-Less Method, V15- Perfect Form { the Verb for Main Verb

hit

ﬁast, and N1 -‘¢<inf1ection for plural nouns. Not any of the same

s patterns emergéa&as’nénktransfer for both groups. Results based on
~ « * - ‘/@ N '
the Domin#nce Method would suggest that while both Hi- and Lo~proficiency

-
@ B

writers are transﬁgrring spmg'bf the éhme~patterns’from oral to written
v o, " ’ .
“anguage, -they respond quite differently to patterns that are not being
a4 £ 4 .

3

i

otraps’fgrred. On the other hand, results based on the More-Less Method

. .o .
would suggest that the two.groups are both transferring some of the
NLRY P .

« A

samé patterns as well ‘as not tfansferring some of the same patterns.

It is useful here to note those patterns which'are classed in

‘ Transfer for bqtﬁ groups - 83, Pt .-
Transfer for Hi-group - V8, V15, M
Transfer for Lo-group =~ V13, S6, S4, Ml
Non-Ttansfer for.Hi-group- V11, N2, Sé6
Non~Transfer for Lo-group~‘Vl., V7, N5 . s

<

These results, like those based on the Dominance Method of classificationh,

¢

-
]

indicate that the Hi- and Lo-proficiency writers are most similatr .in

their use of transfer patterns and most dissimilar in their use of -

’

non~-transfer patterns. s
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Findings and Conclusions

Results of the analysis of the variation in the oral and written use of ‘%

non~GAE patterns indicated that subjects did vary in their oral and written "

production of non-GAE patterns and that the variation occurred in different

1Y
forrs. I found that:

1. there was a statistically significant difference between
the number of non-GAE patterns produced in oral and
written language;

2. hoh-GAE patterns varied according to modality -~ three
non-GAE patterns occurred only in the oral samples and -3
three only in the written samples; v

3. non-GAE patterns varied.with respect to the relationship
between percentages of usage in oral as compared to per- .
centages of usage in written language, a relationship which

-sexrved as the basis for distinguishing patterns most

likely to be transferred from oral to written, transfer

patterns, from patterns least likely to be transferred from

oral to written language, non-~transfer patterns ~- seven.

transfer and 5 non-transfer patterns were identified based K
« on the responses of the total group; T

"4. non-GAE patterns also differed with respect to their
. variable occurence with GAE patterns, resulting sometimes
in a three-way variability in usage, GAE~ IL~ BAE, and o
other times in a two~-way variability of usage with either -
GAE™ IL or GAE™ BAE. ;

The variance noted in the findings above can be categorized under
three broad topics, each of which has been addressed 'by other investi-~ g

s

gators: variénce according to (1) modality: Oral v. Written; (2) source.
ef the non—GAﬁ patterns in writing: Transfer v. Non~transfer ‘patterns, and -
(53 the mixing of structures frgn different lects: GAE~IL vs. GAE~IL"VBAE
v. GAE"BAE. Each is discussed below with a view towatd relating the

findings here with findings of other studies.

’

Mbdality of Conmunication. The use of certain patterns in the oral

NRL]

but not written language might be explained in relation to the widely

Fe

accepted view that written language is not simply spoken language written

¢

™
1
l
|
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down. Assuming that such information is a part of the learner's knowledge

about writing, we might reasonably assume that even inexperienced writers
attempt to differentiate language use by selectively editing certain oral
language patterns out of their written laniguage. A possible explanation
for‘patterns occurring exclusively in the oral samples is that all subjects
éeemed these patterns inappropriate for use in written language. Two ex- B

‘planations for this type of "weeding-out" process occur in the work of others -

who have studied language variation: one has to do with the level of stig~

28800k e araentse

matization of a given linguistic feature; the second.has to do with the

functional role that variable usage plays in distinguishing between rhetorical o

R T

and communicative styles.

T

Jia

With regard to social stigm tization, Wolfram offers a matrix of

RIS .
.
e el

socially stigmatized forms in Black American English (197 ). Among those

petterns identified as highly stigmatized are two of the patterms that occurred

.

A 1 E E R T K

AR .y

otk L

only'in the oral language samples of this study. They_are copula absence,

pattern V4, and .double-subject constructions, pattern §5. Onelcould argue
that the subjects‘Aawereness of the low prestige status of the two~patterne
stemmed partially from negative reactions to their use’in oral language and
partially from contact with usage rules found in textbooks. The former is

likely to have its most profdnnd effect on spoken langiage, and quite

interestingly these two patterns were of low dominance status (-Dom Or) in

P

the oral language. The latter, textbook prescription, is 1ike1y to have its '

greatest effect on written language, since textbooks usually direct students’

- 3 4

to avoid the use of such patterns in writing. Regardless of which nas the

T
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With regard to distinguishing between rhetorical styles, Richards

:proposes that in Nativized Ehglish communities (i.e. communities where

Eng}ish is used as a second language but where the variety of English used
is not modeled afterABritish or American English), speakers make use of
grammatical fea£ures to mark "the saift from a rhetorical to a communicative
style" (1979, p. 12). A rhetorical style, which is comparable to formal

language, will be closer to the source language rhetorical no;ms'than a com~
. A
municat@ve style, which is comparable to informal language. And of course,

-~
»

rhetorical styles in written language will be closer to the source language

than will rhetorical styles in spoken language. In the same way that speakers

3 .

use gramﬁatical features to distinguish between rhetorical and communicative

styles, they may use grammatical features to distinguish between spoken and :
. \, .
written rhetorical styles. Within the context of this study, then, Richards' §

distinctions offer another explanation for the absence of certain. features

= e
from the written language samples. It is important to note that the two

explanations offered here may be viewed as supportive of each other. The ‘ o
social stigmatization of forms can be 1linked. to external motivation for

change while the style-shifting explanation can be linked to internal motiva-

tion for change.

»

Whea the patterns found in oral only are compared to patterns occurrirg vi,_‘

in written only, one is immediately struck by the c°ntrast between the two.

As alluded to “above; those patterns occurring only in the oral samples can :
. . . . - L "“4 9
be accounted fo: on thé basis pf editing,gbut what of the paCCerﬁaﬁqaed ; ’

written only?
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structures. Pattern V2, Have-Aux -+ @ed, occurs in a context for the gimple
past tense form; the most common BAE representati.n of simple past is Main-Verb .
+ §. Pattern V10, Mod-Aux + Ved, fails to represent the BAE systeﬁ at all,
but the most common.BAE pattern for modalfaugiliary would be the double modal ,'5
construction. Incidentally; double modal con;truction did not occur in tﬁg.
déta. Pattern S2, an expletive construction, would occur most commonly in BAE ) ,%
as an "it—expletive? rather than as a '"there-expletive construction. One way
to account for the océurrénce ;f these patterns in written language only is
by positing them as patterns that are changed as a result of contact with

- written language. The subjects are learning the GAE rule in the context of i

. writing'tésks. To distinguish this process from that assigned to the pétgerns

b b tas K5 u

occurring in oral only, we might use the term "monitoring'". Support for these
editing and moAitoring processes is found in other parts of the data and will
be discussed more fully below. I am suggesting, then, that the exclusive use

of patterns in either the oral or written modality is important, for each

N
x
-

group of patterns, oral only v. written only, may be explained in terms of
motivation for change, and each may be explained in terms of different rasponse
Abehaviofs of the group, i.e. patterns occurring in oral only are b%ing edited.
by the subjects, while those,occurring in written only are being monitored by

the subjects.

Sources of Non-GAE Patterns. Unlike the six patterns discussed above,

. most of the non-GAE patterns occurred in both oral and written language samples,

The occurrence of these patterns in both oral and written language would seem

at first to support the dialect-interference hypothesis, which claims that

non~-GAE patterns occur in writing beécause they are traﬁsfer:ed frpm oral

S T
o

language to written language. As indicated in the third fiﬁdingxibové;fonly:[ :jf

N

seven of the non-GAE patterns could be attributed to influence from spoken

language. Recall that two:'methods were used to.classify patterns as either... .
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transfer or non-transfer patterns and that oniy those patterns classified in

- the same way by both methods are referred to here. This means that the seven
transfer patterns had higher or equal percentages of usage in both oral and

2

written (the More-Less Classification Method) and the seven patterns shared . -
dominanEe features (the Dominance Classification Method); the five non-transfer
patterns had higher occurrences in written than in oral and.mixed dominance
features. Whiteman (1979) presented the More-Less Method for distinguishing
between transfer and non-transfer patterns. In her discussion of the non-
stangarg~features in the speech and‘nriting of White and Black students from
southern Maryland, she treats some pf the same non-GAE features as those found
in this study. For noun-plural patterns, Whiteman reports that

plural -s was found to be absent 13.1% of the time in the writing

of the white students, even though it was found to be absent only

3.9% of the time in their speech. Clearly, the occurrence of this

nonstandard feature in this group's writing cannot be attributed ;
to Influence from their speech patterns. (1979, p. 11). i
-

She notes further that Black students snowed 29.6% usage of noun-plural in {

B
e
.
5
B3
13
3

their oral language and 26.9% inftheir written language. Based on Whiteman's
guidelines for interpreting the data, the noun-plural pattern .would be c1assified

as a trausfer pattern for the Black students but as a non—transfer pattern fer

White students. Using the Dominance Method of interpreting the data, the noun-
plural pattern would have been designated as a transfer pattern for both groups,

since both groups showed less than 50% usage in oral and written language. This _

»

shows that the two methqég,pf classifying patterns can easily lead to différént
(i . .

interpretations of the sa&e,data. Essentially, the two methods of interpretationi,

resulted in different classifications of the noun-plural pattern in this study.
v/-

The N1 pattern had 191 usage in oral and 33% usage in written 1anguage. Thg%;i .
\' B »<>:‘-.“i;:

More—Less Method would classifywpattern Nl as a non-transfer pattern, but

» > ’

the Dominance Method would classify pattern N1 as a transfer pattgrn,, Thus,“ D
. R - HE —

‘i

Ve A e M - or B e Hat —
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- .
: the Dominance Method would suggest that the response of Black students’ in

Whiteman's data is similar to that of the students in this study, that is, = p
;he noun-plural pattarn would occur as a tranéfer paéfern for Blacks in both x
studies. It should be noted, however, that the Dominance Method would further

specify that thé BAE nodh—plura; pattern has a low level of transferability, | :
.3s indicated by the sharing of -Dom. features in oral and written modalities.
Realizing the discrepancies between the methods, indeed different assumptions

about what the relationships between usage in oral and written mean, I decided

to use only the patterns that shared classification by both methods as the

best representation of patterns most and least likely to be transferred from

.

.

,
AL N

oral to written. By so doing, the conclusion reached here was similar to

that reached by Whiteman,
Thus we can see that dialect definitely influences writing, ;
although it is not. solely responsible for the occurrence of VRS
nonstandard features in writing.  (1979. p. 20) - - r
The findings of this study do not, however, support Whiteman's explanation of

other factors that influence the occurrence of non-GAE features in writing.

She explains that

[dialect transfer] combines with an acquisitional tendency

* to omit inflectional suffixes, with several results. First, ' .
nons*andard features occur more frequently in the writing of -
those who- use them in speech. Second, some.nonstandard features
occur much more frequently than others. For example, non-
standard phonological features rarely occur in writing, even

. when these features are extremely frequent in the oral dialect T

of the writer. (1979, p. 20) * - ! -

Y N
¢ i

In Whiteman's statements, dialect influence is ~quivalent to what I have

c L B
L T T AR LN

called dialect transfer and "acquisitional tendency" is closely relatéd to .

what I have called non-transfer. Whiteman's explanation is not supported- . N

by findings in this study. Thére_ére as many inflectional endingsuiﬁ.fﬁei'
seven patterns identified as transfer as in the five ;deutig;ed as'non~;?§gs§qr:;;

. ’ I3 . -
P -
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Under transfer patterns, we have péttern V13, with @ inflection for verbal-
adjectives (a determine person), and pattern N3 with § possessive in the gerund

—

phrase (the purpose of Alex Haley talking to us). For these patterns, dialect

o
¥ e

seems to be influencing writing. In the non~transfer group, we have two

patterns that show absence of inflections, pattern N2 with @ possessive before

.

a noun-phrase and N4 with § inflection for the objective pronoun. Further-
more, among those patterns that we would use to demonstrate that-spoken dialect
L is not influencing writing, i.e. the non-transfer patterns, two show additions

of extra inflectional endings rather than omissions of inflectional endings.

i

See pattern V1l Qith an over-inflected verb in a modal-auxiliary verb phrase

Mot

pey

(will interpreted) and pattern V14 with an over-inflected verb in an infinitive

A

phrase (his ambition to traced). One of the primary reasons that Whiteman's

"Simplification" theory is not supported by this study is that one of the key

characteristics of an acquisitional tendency came with the production of

: Intralectal patterns, patterns which do not represent a simplification of

form though some might argue that over-generalization, as exemplified by

patterns V11 and V14, is a simplification process. Based on the results of
this study, Whiteman's explanation would need to be modified to read--Dialect

transfer represen?s an acquisitional tendency and the acquisitional tendency

°

combines with a learning tendency which results in a mixture of lects: ggtterns

2

from two social dialects, GAE and BAE, and the learner's own idiosyncratic
ialect. .

Mixed Lects. Discussions of "mixed dialects" o¥ dialect variation
usuall§ focus on the mixing of two social dialects. Corder (1974) makes a - ,;

e ‘ ) distinction between social dialects, which represent shared language rules; .

-
-~ -

of a social group, e.g. Black American English and General American English;

and idiosyncratic dialects, which repfesent rules particular to an indiviquél,;

’
N -
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rules which are distinct from both the idiolect and the dialect. Such idio-

syncratic patterns have been referred to in this study as intralectal patterns.

The following five IL patterns wefe found in the data:

V10 Modals Modal past + Ved Then he would returned to the states to
make information lucid.

V1l Modals Modal pres + Ved There Alex Haley asked many questions to
the senior natives and his interpretors
will interpreted what they answerad.

V14 Infinitives To + Ved - The only thing he cared about was his
ambition to traced his family as far oack
as possible.

€ 3
N5 Plural Nouns Npl + s/Nsg + s +ssthe actual characters did a very fairly
well job touching many peoples and reach-
1ng them.
S6 Subject-Verb Sub sg + were The ﬁnok; Roots, wasn't an easy book to
Agreement write because there were so many informa-

tion to be obtained.

What is most” interesting about the IL Patterns is that, had the students used
k* 4

,the rules posited for BAE, they would have produced cﬁé target structure.

-

v The verb patterns in V10, Vli; and V14 suggest that the students were

confused about the constraints on rules governing the presence and absence of

~

the -ed suffix, and more spetifically about the constraints-governing the modal -
~ o 4
auziliary pattern in verb phrases and the infinitive in verbal phrases. Dis-

cussions of wodal auxiliaries in non-mainstream dialects have focused primarily

on the use of double modals; obviously the double modal is nnt the probiem here.

In fact, there were no occurrences- of double modal constructions in my data.
/ ¢
The variable occurrence of -ed Suffixes in BAE, a feature that might have some

bearing on the problem, has been discussed by others' Fasold and Wolrram (1970) P

describe one of the favored environments for -ed absence thusly:

.

The reduction rule operates only when bcth membefs of the cluster
are either voiced or voiceless: Words lﬁke mind, cold or ra’ ed
(rronounced rand) end in two voiced sounds, n n and d. (p.

Y -7
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Even if one posited-a strict phonological rule for all -ed presence and".

avsence, the ~ed suffix would have been deleted in the same sentences for

.
-

patterns V10 and V14, 1In V10 we find that returned ends with two voiced

~rds

consonants, the favored environment for deletion; in V14, we find:.that traced

o4

i S8 e b

N

o
AL e st ey

ends with two voiceless consonants /st/. 1In pattern V11l the -ed also occurs

i

in a favored environment for deletion. In this case, a vowel following the

‘5

s el s 42,

bi-syllabic /Id/ is the favored environment for -ed presence. Neither of

the three patterns can be accounted for on the basis of rules in BAE. Even

.
Jebasst

x
Zyass

if one resorts to the phonological rules used to account for presence or

‘L /l:

1
&y
RSRUFU TSN

absence of the -ed suffix, the BAE phonological rules would have yielded -ed

.

‘
ety

Kl ty
vop b wmbr | vostes 31D 2

absence; the correct iorms would have been generated, if not by the correct

rules.
[-]

o

P | N
The lack of understanding of constraints governing the use of nouns is

§1acwed

N

3 Y S

- found in patterns N5 and S6. Like the three IL patterns above, pattern N5

would have corresponded to the target lect structures had the student followed
~r .

P

vfhé BAE rule. For BAE, the determiner many would mark plurality of the noun,

o alsie b

resulting in Noun + @ as the morphemic structure of the BAE noun. For example,
in the construction, many peoples, the BAE rule would have yielded the target

structure, as in many year and six year old, construction types found with -

some regularity in the data. 1In pattern S6, the construction, many information,
represents confusion with selection restraints for determiner + noun construc—,
tions. That is, the determiner "many" cannot be followed by a non-count noun.

However, the determiner + noun construction in sample S6 affected the form of

-

the verb as well. Clearly the verb agrees with plurality as signalled by tﬁg‘

deteiminér, but the lack of concord between determiner and noun resulted in

L
v <

an ungrammatical string by rules of both BAE and GAE. The BAE rule would have

yielded "there was" regardless of whether the subject was. singular or p;yfaig: :;

-
- - ~ N .
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And even in cases where the rules of the native 1ect would permit the gen-~

,whether as IL”YGAE or as GAE™ IL~BAE. The implication here is that there

it £ ki

»
»
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An important characteristic of the intralectal patterns described here
is that they provide evidence that the learner is' generating the patterns on

the basis of rules other th;n those used in the two social class dialects. -

- 2 LN

eration of surface structures that correspond to those of the target lect,

v -

they are not applied. The process, then, is neither one of simple feature-~

matching nor of morpheme deletion. }f it‘were, the student could have used

RN IR

Szl

A T

the BAE rule, which would have yielded the “"correct" target structure, at. -
least for the sample sentences above. The intralectal patterns suggest that ; 3
the students'were attempting to form new rules, and in fact, abandoning rules
in the native lect that would have yielded the target structure. As with the

.

patterns occurring in written only, this rule formation process will be

referred to as monitoring. ...~

e

/’.

Anotherﬁimportant characteristic of the IL patterné is that they tend

R

-

I b A" o s

not to very with BAE only. Instead, the IL patterns occur with GAE patterns,

-
o -

e
1eixiv

2
it oS

A Lab

i
A
A5

is a developmental sequence in the variable usage of patterns from the three

'{'..

lects: BAE and GAE may vary first; second .IL is added, yielding GAE"IL‘VBAE

as in the noun—plural and subject-verb agreement pattern. Third, BAE is
omitted leaving IL and GAE as variable features, as~exemplified by rhw model%,f

auxiliary and verbal-infinitive patterns. Once the rule is learned, presumably

‘the IL will be omitted leaving either GAE only or controlled usage of GAE and

BAE patterns. The non-GAE patterns occurring in oral only may represent con

¢ ."~

- ,‘ ~ ot A

for the IL patterns occurred only in syntactic structures consistiﬁg °.

. "—r'k r"»‘q's,,f "
SR ;,@u-‘:n

Y



43

modal—auxiliaries,”verbal-infinitives, noun—-plurals, and subject-verb agreement

Lt

patterns. Where IL patterns did occur, we see evidence that their occurrence,

2 ez vk oy G e g Bhed, o

that is the construction of idiosyncratic rules by the learner, is related to

s

o
7 as

e

-the structure of hg,;angg;_lgg;_gatterns. as suggested by Richards (1979)

K o
Y
ok as Frant | 627, 0

and that the role they play facilitates rather than interferes with the learning

e
had oy whd o

of a second dialect. However, this point was not investigated further here.
What was investigated further was whether or not syntactic categories with
the IL variable were being transferred from oral to written language.

With the exception of the noun-plural category, I found that the syntactic

z

categories that had IL .as a.variable were not being transferred from oral to -

<

written. Certainly this tendency toward the non-transfer classification is

.

to be expected. Since the IL patterns are not considered as part of the

learner’'s acquired social dialect, IL would be least likely to have spoken

language as a source. The exception to this general tendency, the noun-plural

.
Sas
it

category, showed a clear transfer pattern in all three lects if one uses the

RO B

Dominance Method af classifying patterns. Also with the noun-plural category,

et

both the IL and BAE¢had low dominance status in both oral and written and

the BAE had high‘dominance status in both oral and written. Evidently the -

. 2

noun—-plural is slowly giving way to the GAE pattern. Unlike the non-transfer

patterns, the change seems to be one of simultaneous change in both oral and

’

written. For thé&€*non-transfer patterns the change seems to be initiated

in the written and then trangmitted to the oral. In addition to indicating

.

that IL patterns may become a part of either a learner's spoken or writ;én‘

language system, findings in this study relevant to IL patterns suggest thag: o

IL patterns facilitate the 1earning change from one social dialect.to aqgthéf: '




Research questions two and three focused on written language, text-

effectiveness and writer-proficiency. The analysis of data led to two major

findings relevant to the effect of non-EAE patterns on text-effectiveness: Y

“

-
YR

I—text—effectiveness—scores—differed—significantly between
original papers containing. high nymbers of Dialect N
Patterns, (DP) and a matched set of revised papers; no
. significant difference was found between original and
revised. papers containing high numbers of Speech Code
Errors (SC) and Print Code Errors (PC);
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2

2. there were significant differences in text-effectiveness

scores assigned to original papers containing high

numbers of DP, SC and PC patterns. The differences '
g may be represented as DPL PC< SC.

-7
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The conclusion drawn from these findings was that dialect patterns have a

greater effect on text-effectiveness scores than patterns in the other non-
EAE categories.

Based on analyses of differences in the uses of non-EAE patterns by
Hi- and Lo-Proficiency writers, I found that:

3. Hi- and Lo-~Proficiency writers differed quantitatively - -
in the errors produced in two of the non-EAE categories,
LP and PC, but the two groups were quite similar in the
number of errors produced in the SC category; ‘

4. Hi- and Lo-Preficiency writers differed in the type of
dialect patterns used in writing; dnd

’

5. Hi- and Lo-Proficiency writers differed with respect to v
the sources of dialect patterns in writing.

’

Hence, the conclusion? Hi- and Lo-Proficiency writers differ botﬁ\quantita-_
tiver and qualitatively in their use of non-EAE patterns.

The five findings above will be discussed under two broad sub-heading,;

the Development of Writing Competence and a Continuum of Linguistic PatternS‘

. i

Development of Writingvpompetence. If a written text c'nsists of certaingw

[\ i

ineffective. Tn the discussion of variance between patterns used in oral

L
3 . DR

and written language, 1. suggestedvthat the editing of dia patterns

v'
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Ié represents one mechanism for distinguishing between oral and written lan- é

a -

guage. Editing was discussed, however, in relation to only one category
of the‘non-EAE patterns that occurred in the written data, i.e. the dialect Cos
pétterns. The writer must learn to edit otner-kinds of non-EAE structures R
as well. Findings_relevant to text-effectiveness indicate, however, that 3@
dialect petterns are the most important of the non-EAE patterns for writers
to learn to edit. Remember that paners revised for dialect errors received

‘significantly higher text-effectiveness scores than the unrevised papers,

1
’

‘whereas_ papers revised for speech code and.print code errors did not receive
significantly,different scores from the unrevised paners. We cannot disreéard the
possibility that the dialect patterns are more eneceptible to social fvaluations,
.than are speech code and print code errors. Their occurrence in written text
might also eliminate one of the major deviceeyfor distinguishing between

spoken and written language. One could argue that these two explanations

are only "superficially related to effective written communication; such arn

S . . v
argument is directly related to what appears to\beuthe next logical step in

understanding how dialect patterns affect text-effectiveness. In essence,

we need to knrw whether other cnaracteristics of effective written text are
. o . ~ .
missing from papers containing high numbers of dialect patterns (Scott, in

progress). Such characteristics have recently been discussed by text analysis

theorists and include areas such as organizational schemes and text cohesion

devices; see Tierney and Mosenthal's review of text analysis models (1980).

' - A
. - .

The SC and PC errors may be considered as two other characteristics of

’ % T e

text that must be differentiated in the move from spoken to written 1angvage~’

- *,

for ineffective. texte,as noted in finding two above. Text*effectiveness is ;

-

influenced 1east by speech- code -errors: and mosf by dialect patterns.’ The




question of developmental patterns in writing has been discussed a great deal
in the context of relationships between speech and writing. Kroll (1981)
identifies four phases of writing development: (1) Preparation, in which
skills such as handwriting; punctuation and spelling are learned, (2) Consoli-

dation of Oral and Written Language, in which written utterances rely heavily

on spoken language, (3) Differentiation, in which oral and written language

are distinguished, and (4) .Integration, in which spoken language patterns-‘are
used selectively in'writing. - Thé non-EAE patterns examined in this study can

be linked to Krall's

first three stages: Stage One is exemplified by the print

code errors, Stage Two by both the dialect patterns and the speech code errors,
and Stage Three by the differentiating behaviors found in responses to the
diélect patterns.

Since text-effectiveness scores improved as dialect patterns decreased

and since text-effectiveness scores were higher for papers containing large

numbers of speech code errors, it is-logical to assume that differentiation
: =20 A% .

begins to take place with dialect patterns before it takes place with speéch

code errors. This assumption is supported by findings relevant to Hi- and

Lo-Proficiency writers. -
The thifd research finding above indicates that Hi- and Lo-Proficiency

writers were most similar ir the number of speecin ccde errors that they pro-

duced. Implicationally, the speech code érrors are the last to be edited

from the written language system. On the other hand, since the Hi-Proficiency

writers produced fewer dialect patterns and fewer print code errors than the

Lo-Proficiency writers, we can assume that these two types of non-EAE patterns
are edited before the speech code qrrors;
2

y

. Research findings four and five indicate that Hi- and Lo-Proficiency ,fse‘

)

writers differ in their use of dialect patterns. ,The differgpceé are such

r .




that they provide additional support for the view that non-EAE patterrs
represent developmental stages in writing. Not only do students' responses
to dialect patterns’suggest developmental stages in writing, but studentsf
responses also in&icate that we may be‘dealing with a linguistic continuum.
that consists not of separate speakiné and writing systems but of a single
language system with Hi- and Lo-Profifiency writers controlling difrerent

N
sections of the continuum.

Continuum of -Language Structures and Language Behaviors. Withir a

rather homogeneous group, we found a good deal of variation in the responses'

[Y

to dialect patterns by Hi- and Lo-Proficiency writers. Such variation
immediately calls attention to the need for greater precision in assessing

! .
the written language competence of non-mainstream dialect speakers. Greater

.~ .

precisionlin describing students' use of dialect patterns in this study re-
sulted from the data showing rLlationships between oral and written usage of
.dialect patterns. The use of sinilar data is most impractical for classroom
use; comnsequently, it seemed iﬁ;erative to consider ways that oral and written

~

language data could be used to establish guidelines for designing more

practical diagnostic instruments. I have used thesDominant‘Method of classi-

- fying patterns to arrive at a more precise description of the subjects’

’

.responsés to dialect patterns. TFor example, I used dominance features to
. . . Cor
distinguist. between patterns that had high and low levels of transferability.

It is the greater precision offered by the Dominance Method that led me to

'

consider the possibility of providing an implicational scale for the dialect '

patterns. As described.by Bickerton (l97l) and b“ Bailey (1973), an

-

implicational scale permits the investigator to locate patterns on a contin'

whereby the use of features assumes “the use of otherg. (

., P
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'f patterns in oral and written language, could serve as the basis for a

diagnostic instrument that would be based only on written language. The

\ 4

discnssien of findings four and five is based on interpretations derived
from the Dominance Method of classifying patterns. The inteat nere is to
explore ways in which an implicational scale which draws on oral and written
responses to dialect patterns.can be used to inform pedagogical decisions
reléevant to designing more precise diagnostic tools for assescing the writing f

competence of ncn-mainstream dialect speakers. The procedure .5 deemed as

..

: -
more important than the actual patterns, though I would expect for future

research, similarly motivated, to lead to gore accurate identification of

.

the patterns. ’

T~

Three important points about the scaling-should be made. First, the

linguistic continuum is based on the assumption that oral and written responses .

e

represent a single language’system rather than two separate systems. In viegggzég

of the recent'suggestions that writing be considered as a second dialect, this __:.
W o ~ e B * g

assumption is likely xo be questioned by proponents on the writing asva second

< e -
~ e
1’ 1.1‘2 . .

dialect model. Nevertheless, the\EOntizuum’pfoposed'here assumes that both;,e‘

oral and written language represent the entire "formal" language repertoire_ L;

of the group investigated and for this réason can be legitimately treated-as

-

a singie language system (see Montgomery, 1981, for a discussion of writing

LD - N
as a second dialect). Second,”the performance patterns of students with

N~ -

respect to the relationship between oral and written usage of dialect patterns

gave rise to the identification of three different types of behaviors: trans-

fea - N . n :: M

fer, in which the same pafterns are used with similar.dominance levels in .'

both oral and written language, (2) monitoring, signalled by dominant usage‘*

< e ¢ ,,\"r=

of patterns in written and non-domintnce in oral language, and '(3) editing,

-

signalled by dominant usgge in oral and non-dominant usage in wtitten,langgage-
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Third,‘differential responses by Hi- and lio-Proficiency writers and variability

L SMa s

in the combination of dominance features serve as the basis for ordering pat-

e
P

terns on the language continuum., Following Bickerton (1971), _the data in this

.

I study seem to be accounted fur best in terms of a continuum of grammatical .

oo S e,
i e o e 1P 0 Ko B a0

. features with different members of the group controlling different sections

RSy

of the continuum as part of their formal speech repertoires. The division

into Hi- and Lo-Proficiency writers makes it possible to talk about the

L
d

s aen s W by o

w.

‘ different grour in terms of their control of different dialect
: .

patterns. That is, we noted that tne key characteristic that distinguished 2

&%

bk o bred,

\

; the two groups was their responses to dialect patterns.
Finding four indicated that Hi- and Lo—Proficiency writers differed in
. the type of dialect patterns used in writing; the most important difference

was that the Hi—Proficiency writers simp1§ did not use many of the dialect

patterns in their writing. Indeed, when the oral and written usage of dialect

“ =

patterns by the two groups was compared, we foundrthat the high group also

failed to use many of the dialect patterns in their oral language. In view

of the feature matrix used in the Dominance Method, it was nec' ssary to add

-lﬁnotnérlgategory @ Or/¢ Wr. We now have features that range from ¢ Or/@ Wr
TS o

L,
—

to + Or/+ Wr. Since the patterns may be described on the basis of different

combinations of features we have a continuum of features thﬁﬁjfits into
"""ﬂ -.r, )
£our broader performance descriptors. conbrolling, editing, monitorirg, and
~~..,.(<“ 2
"'uu\ LN

e transferring. Table 16 presents the patterns according to the 1inguistic

T e g "'M}:\' P
contirduum being proposed here. .
Wt T w‘éﬁ‘ﬁ; - e - " o

* v - * . . T
J . ; :

ch Table 16 - Feature Matrix of Hi- and Lo-Proficiency Groﬁﬁ Use &
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l{ Table 16 shows that the two gfoups were responding differently to the pat—‘
Iﬁ terns, but what was most striking was the consistency of the direction of

B

their differences. Patterns in' the controlled class for the high group (see

Column A) were always in subsecuent classes for the low group, and this con-

tinues such that editing for the high group meant either monitoring or trans-

ferring for the low group, and monitoring for the high group meant transferring

for the low group. The ordering of patterns ;ccording to high and low group

responses is supported by these results. A reasonable assumption, then, is

¢

that this ordering also represente: levels of difficulty of the patterns.

By abstracting from Table 16 those patterns having the most similar *

b

response patterns for the two groups, I thought it would be possible to

identify more precisely the relative difficulty of the patterns-for both groups.

I reasoned that patterns receiving the closest performance descriptors would

be the most representative of difficulty for both groups. Taking only those

patterns that differed by one descriptor, I identified the patterns that were

responded to-most similarly by the two groups. These patterns are presented

in Table 17 and are offered here as a continuum of linguistic patterns in the

form of an implicational scale.

Table 17 L Continudm of Dialect Patterns

.

4 +

"As an Implicational Scale, the inférmation in Table 17 suggests that patterns

in the.A class are most difficult for students to change; conversely, pattern§

in the D category are least difficult to.change. As I envision the use of

: this information in assessing written language, the patterns in c;éss'A wggia:;;;;
imply that the writer might also use ﬁatterns in classes By C, épd'b.

L Y e =
wise, if the writer produces patterms such.as those found in B, he/she: would:

4
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also be likely to produce pattérns in classes C and D, etc. This would mean, :
however, that if only the patterns in class ‘D occur in the writing of a

student, he/she would not produce patterns in either of the preceeding

classes.

Although I am presenting the patterns more as a means of illustrating
how the procedure might work than as absolute cebresentations of levels of
difficulty, it is interesting to note that patterns resulting from attempts

\

to set up an implicational scale‘are defensible. For example, it makes sense

R

that if the writer uses the perfect form of the verb for the simple past tense

form, as in class D, that he/she might also usé the @ morpheme for simple

Ao 4
I P L

past ‘tense verbs, as in class C, and that he/she might also use the prescnt
tengse form cf irregular verbs‘éor che simple past, as ;n class B. In short,
the implicational scale Qould predict a linguistically accebtable order of
difficult& for the use of the simple past tense verb forms. Moreover, the
implicational scale would predict that pattern N2, # possessive before noun
nhrases is more difficult to learn thanApattern N3, @ possessive before gerurd
phrases. Again, the lafter, which consists of a verbal, is considered syntac-
tically more complex than the former. /
Returnin&(to the original conclusion about the differential use of K
dialect‘pacgerns by Hi- and Lo-Proficiency writers, I wish to point out that
the conclusion itself is less important for planning liting’instruction than
the proceduge proposed here for exp%pring the notion‘o a language contiéuum
that treats both'oral and written language as a single ygtem.~ It would appear

that further research, .directed toward arriving at an implicational scale,

would be highly beneficial to composition instructors. |If indeed the diélect’ ) .
- { . e

patterns can be appropriately scaled according to levels of difficulty, and .

if ‘the scale is an 1mplicational one, then it should be\possible to use such
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Implicatiens
In the discussion above, I have mentioned problems with the existipg
merhods of analyzing data, alluded to limitations of the theories currently
being uséd to account for dialect-interference in writing, and offered an
empirically-based approach to assessing'the writing competence of speakers of
non-mainstream dialects. Implications for further research in each of the

three areas above are considered below.

Research Methodologies. Perhaps no area of research has been subjected

to greater criticisms than that which treats problems associated with dialect
and the developmrnt of communication skills. Some of these criticisms were

acknowledged in part I of this report. In an attempt to address the problem

of eliciting data from two different speech styles, I collected oral and written

data representative of a formal communication style. This method had one major

8

disadvantage: it resulted, I think, in:the collection of fewer sampies of
non-GAE patterns than would have been the case had I attempted to elicit in-

formal oral language patterns. Results, however, pointed toward useful

generalizations about the use of patterns in the rhetorical style. Qertatfiy

more descriptive research is needed on the usagé of non-GAE patterns in formal

language settings, since most of the deecriptions of Biack‘Ameri an English
have been based on language use in informal §ettings. The.reéziis from this
study indicate that even within the more formal rhetorical style, there wae
a gréat deal of variance between spoken and written language. Assuming that
if students are transferring patterns from oral to written, they are more .
¥ .
likely to tramsfer their most formal spoken _Style to writing, and in view of
the fact that variance bwtween oral and written language" ean still be\aetccteé
when formal spoken and formal written styles are elicited, this method of

collecting data Seems a useful one for investigating relationships between

oral and written lgpguages

K]
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A methodological problem revealed during the course of this investigation
was th;t of classifying patterns as either transfer or non-transfer patterns.
In examining the studies of dialect and writing, one cannot help noticing the
absence of spécific guidelines for detecting interferénce phenomena. Because
the dialect interference theory makes a basic claim afout the transfer of
natively-acquired oral language patterns to written language, it is most "w/’?
critical that investigators begin to formalize their methods for determining

whether patterns are or are not be¢ ‘ug transferred from oral to written lan-

guage. Whiteman's guidelines for detecting interference phenomena were quite
P

¥ e N AV b LAl e

useful to this stud&, aithough the adequacy of some of her interpretations

s wp 8

were questioned. For example, when higher percentages of usage in oral than :
written or equal percentages in both are used as an indication of transfer,

one finds Ehat some patterns have such a small range of differences between
percentages of usage in oral and writtenidata that the distinguishing classi-
fications become suspect. A more general interpretation of the percentages

of usage in oral and written was proposed here and utilized in some in- -
teresting applications, name” - to illustrate the potential benefits of using
implicational scales as the basis for describing a language system and for
assessing dialect patterns in writing. The conclusion reached in this study

and offered here for further research is that transfer and non-transfer

patterns can be best distinguished on the basis of dominance features, where

50% usage or above represents dominant usage of a pattern and below 50% .

usage represents non-dominant usage of a pattern. Fn addition, I suggested

i

Wy ]
Yalas Fret i wrn

- .
that patterns which share dominance features iquEZh oral and written

s s

Vi

language be classified as transfer éétterns. My reasoning was that if the
patterns are to be conridered as transfer patterns, then the writer will
literally transfer his/her spoken language usage to written language. If

a pattern is seldom used in the spoken‘language, then it will seldom be used
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in written; conversely, if a pattern is frequently used in spoken then it will
frequently occur in written. Thus, transfer v. non-transfer was operationally
defined as shared v. non-shared domina..ce features from oral to written language.

The Dominance Method of classifying patterns is considered as the most
worthwhile con*:ibution that this study could make to future linguistic re-
segrcﬁ. It not only provided more precise descriptors of subjects' language
performance, but it also providéd useful guidelines for setting up an impli-
catiénal scale. In turn, the implicational scale could be utilized for
descriptive purposes, i.e. to describe a linguistic continuum for usage of
dialect in rhetorical styles and to assess the written language of speakers
of non-mainstream dialects.

Theory. The theory most directly addressed by this study is the
dialect-interference thzory. It is apparent, though, that theorigs about the
relationship between spoken and written language are also important to our
understanding of interference phenomena. The central point of the dialect-
interference hypothesis is that spoken dialect patterns are transferred to
written language in an uncontrollable way: the transfer is viewed as an
intrusion, a limitation, an impediment to the learner's transition from use
of one social dialect to the use of another social dialect. Specifically,

I have suggested that the theory correctly accounts for some of the spoken
dialect patterns that occur in writing, but incorrectly predicts that all -
writing patterns that contrast with GAE and that correspond to BAE can be
attributed to spoken language. I have illustrated that in order for a theory
to account more adequately for transfer from spoken to written language,
attention must be given not just to the variable usage of GAE and BAE patternms,
but also to the variable usage of GAE and IL patterns, as well as to the v

variable usage of GAE, IL and BAE patterns. Further, findings of this study

provide evidence that not all non-target lect patterns (or non-GAE patterns)

-
-
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play an_gnﬁrusive role in the development of competence in a second dialect.
The intralectal patterns, in particular, are more appropriately viewed as =

facilitating the learning of rules of a second dialect.

Finally, qhe contrastive-analysis approach t; analyzing data, an
approach derived from language-interference theories, has two major limitationmns
that need to be addressed: (1) it fails to account for -patterns other than
those representing the two social class dialects, giving no considération to
idioéyncratic‘dialects, i.e. the intralectal patterns which were examined
in this study; (22 it fails to consider non-EAE patterns other than those
classed as dialect patterns, giving no consideration to speech code and print
code errors and perhaps even encouraging the view that all are due to a
learner’s native dialect patterns. Thus, the main implication for dialect-
interference theory that emerged directly from this study is that it needs to
be ;e-examined with a view toward modifying the theory such that finer dis-
tinctions can be made among patterns that deviate from the norms of the target

lect. We also need to look at the facilitative roles that non-target lect

patterns play in the development of competence in a second dialect, so .that

-,

areas of difficulty can be identified with greater precision and variables
other than GAE and BAE, two social class dialects, can be considered.

- Together, these implicgtions point to two very crucial theoretical -
proﬁlems. As yet, we have no theory of ;econd dialect learning. And, we

-~

have only recently begun to develop theories that account for the development

. of competence in written language.

-
%
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4

4

With the newly developing theories on competence in written language
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has come investigations of relationships between spokeh and written language,
. studies that are generally considered as separate from studies of dialect

and writing. Findings of this study suggest that in order to better under-

stand how non-mainstream dialect speakers develop competence in written

&
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language, consideration needs to be given the question of whether the

v
e}

devefopﬁen; of writing competeénce involves the same basic learning stages for

speakers of mainstream and non-mainstream dialects. Since this study in-

_r

cluded for analysis some of the ncn~EAE patterns which have been identified

-

B as features that are carried over from "speech" to writing, it is possible

here to offer for further research the view that dialect patterns in writing,
L} . Vd

~

L like speech pacterns in writing, must be explained in terms of phases of

development, such as the four phases of development offered by Kroll: pre-

e b are st wer v

paration, consolidation, differentiation, and integration (Kroll, 198)).

CE Noting that of the three kinds of non~EAE patterns examined, Hi- and Lo-

e

.
. & .
R LY I e

Proficiency writers were most similar in their production of speech code

errors, I concluded that dialect patterns begin to move through the conso-

Wi %

lidation and differentiation phases before the speech code errors. The

implication is that speakers of non-mainstream dialects may move through
similar phases of development, but must do so with dialect patterns as well -
as with speech code er;ots. As the basis for further research, however,
it seems necessary to begin our investigation with a more basic question.

How are dialect patterns to be differentiated from speech patterns?

p

I mention this becau;e in this study, one‘s&b—class of speech code errors,
the abbreviated semantics class which includes exophoric references and
formulaic expressions, has been examined under the genefal rubric of dialect
and writing. So it seems that we will need to begin by determining whether ) &

the dialect patterns and speech patterns are sufficiently different to ) - %

> warrant separate categorizations. And I think they do. Then, we, can begin

asking 1f or how speakers of non-mainstream and mainstream dialects,differ R
i R s
B in their development of cowmpetence in written language. Certain;y such o ; %

research will require that more attention be given to the role that syntactic ‘ :
s o : 7,

constru¢tions, both dialect and speech, play in expressing meaning in written

.l
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text. In other words, we can look to move: beyond the concentration on form,”

i

. which was the focus in this study, and toward the more important questions

S b o Fersm s o

%

concerning what the forms intend to communicate, whether the writer's inten-

;

tions were attained and whether 7he reader's expectations were reasonably

fulfilled. 1In this regard, I agree with Collins:

it}
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As teachers of writing, our approach to errors should not get in
the way of our approach to meaning. By worrying about mistakes s

& in writing before we have helped students with the more important
problem of adequately representing meaning in writing, we may be .
teaching students to do the same. (1981, p. 202)

Collins' comments were“directed toward errors described in this study as

"abbreviated semantics."” However, the same could be said to teachers about

other errors examined in this study. This study contains other information

that will be of interest to teachers as well.
Teaching. Hartwell, who opposes the dialect-interference hypothesis

and rejects the validity of related pedagogies, argues that "all apparent

dialect interference in writing is reading-related, reflecting partial mastery

of the print-code" (1980, p.f113). The findings of this study do not support

AT ‘ - LS Ry
Sy o IR A n SRt A b b

Hartwell's Print-Code Hypothesis, but suggest, as Hartwell does, that dialect-
interference will not account for all non-EAE patterns in writing. Equally

wrong, argues Hartwell, is the pedagogy that goes with the dialect-interference

theory.

h

(To some extent, findings in this étudy support Hartwell's claim about
pedaéogies. Rather than suggesting that tﬁe pedagogies are completely wrong,
the data suggest that the pedagogical guidelines are too limiéed in their
focus. Following the gdidelines established in the contrasti§e~ana1ysis
approach:to second language teaching, instructional guidelines for teaching
non-mainétream dialect gpeakers have been based on contrasts betwéen two

social dialects. Assuming, as did Lado, that "those elements that are similar
. , -
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‘ to his (the‘learner's) native 1anguage will be simple for him, and those

L

elements that are different will be difficult" (1957, p. 2), program designers

e e

expected for contrastive patterns in the two language systems ''te highlight

T
and predict the difficulties of the pupils" (Politzer, 1975, p. 2). In these

.

guidelines for instruction, there is obviously no place for the idiosyncrat-ec

s e

patterns that are producad by the 1earner. Findings of this study suggest

: ) .
5 R R eV s ama mya 35 N O

A ]

that the idiosyncratic patterns provide specific information about rules in

‘the target lect that are not understood by the learner; consequently, the

'

Ao h Re 3 I 8

failure to consider intralectal patterns in establishing guidelines for

o

.y 7
Uuf

language instruction limits the instruction to a focus on contrast between
& by

the surface forms represented by the two social dialects. For Black students,

[

s

it

5 nbpl

this means contrastsgbetween General American English and Black American English.

-

R el

A second limitation of the contrastive approach, which is implied by

findings of this study, is that the IL patterns provide evidence that the A

~-

) /
learner is attempting to form rules about patterns in the target lect. How-
ever, the contrastive analys1s approach has encouraged the use of structure-

oriented rather than rule-oriented language instruction. The IL patterns

=
N &,

found in this study imply that more attention needs to be given to the kinds

of. patterns that receive attention in the classroom. For example, the
modal auxiliary patterns that occurred as non-target lect patterns did not

indicate the need for instruction based on the use of double-modals, a ‘con-

struction that receives a good deal of attention whether one uses traditional

language instruction for writers or whether one attempts to use a contrastive
approach. Rather, the modal-auxiliary patterns that occurred in the data

indicated that the students were confused about constraints governing the ,
P i ; ‘ A "
use of ~ed suffixes in verb phrases that contain modal auxiliaries. (u .
In addition, more attention needs to be given to the manper in which

P '

rules are explained to non-native speakers of the target. lect. For example, '
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the familiar rule, "a singular subject takes a singular verb" is difficult to
apply since it erroneously implies that the -s morphéme marks plurality for
TRy .
o3 . ,

both nouns and verbs." ‘One could argue that :the rale sounds more like a

subject~verb disagreement rule than a subject-verb agreement rule. Unless .

the learner knows the rule implicitly, as one would expect of speakers of

L e s
e d R A a2 e,

mainstream dialects, the rule as expressed above is difficult to learn and

)

,‘

v A 7w,

even more difficult to.apply. The distinction between implicit and explicit
access to rules should be taken into consideration in planning language in-~ °

struction. 'Since it has also been suggested that the way in which rules are
taught influences the formulation of idiosyncratic rules by learners (Richards,

1974), and since the intralectal patterns are viewed here as idiosyncratic,

there is clearly a need for instructional guidelines that consider the possible
iﬁfluence of language instruction in gen;ral and of explanations of rules in < b
particular on the formation of idiosyncratic rules., A ,
Thus, the confrastive approach to language instruction is limited in

three ways. First, intralectal patterns are not included among the patterns

used to predict difficulties of the learners. Second, the approach encourages

:

2

the use of language instruction that emphasizes the matching of surface
features rather than the learning of rules and that treats language learning

as an imitative rather than a generative, proeess. Third, the contrastive
approach fails to offer a different approach to teaching. The new pedagogical
guidelines have yiélded.é pedagogy that is quantitatively but nét qualitétively

different from the old. Much too often, the new pedagogy means that a new

category of errors is added to the writing diagnostic worksheet and more drill °
! -

sheets are added to an already cumbersome "learning packet.” One would hépé

2 Sl
' . -

. . 4 ¢
for more. The research discussed here will hopefully lead to new questions

>

about' the whole notion of dialect-interference phencmena, but this time
s ! i
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.
"

with a focus on helping students to control the rules of two social dialects
3 +

and with the recognition that  “error," as exemplified by non-GAE patterns in

this work, may play a facilitative rather than an intrusive role in the de-

N velopment of a bi~dialectal language system.

e
h

‘

&

|

°
o
3
¥
4
.3

[N

S e ko ek AT EALVS W s o aras

~

N N R R R T

he e,

iy

¢ Ws Tr e Ko

I

¢
Tow 7
Wy w LS hintbeca s

LS
B

2 e Aot AT

h s

MRS
S8

5



. References

Bailey, C. J.” The patterning of language variation. In R, Bailey & J. ’ e
Robinson (Eds. ) Varieties of present day English. New York: The Macmillan
Co., 1973.

Bernstein, B. A sociolinguistic apbroach to socialization: With some reference )
to educability. In F. Williams (Ed.), Language and poverty. Chicago:
Markham Pub. Co., 1970.

P

r
.
RN

Bickerton, D. . On the nature of a creole continuum. .

Collins, J. L. Speaking, writing, and teaching for meaning. In B. Kroll &
R. Vann (Eds.), Exploring speakina—writing relationships: Connections
and conrasts. Urbara, I11.: NCTE, 1981.

t
)

Collins, J. L., & Williamson, M. M. Spoken language and semantic abbreviation
in writing. Research in the Teaching of English, 1981, 1, 23-35.

T L S e

P, SRR N

Corder, S. P. TIdiosyncratic dialects and error analysis. in J. Richards (Ed.),
Error analysis: Perspectives on second language acquisition. London:
Longman Group Limited, 1974.

Lt

e e B

Daiute, C. A. Peychelinguistic foundations of the writing process. Research .
in the Teaching of English, 1981, 1, 5-22. }

Fasold, R. W. Tense markings in Black English: A linguistic and social
analysis. Washington, D.C.: Center for Applied Linguistics, 1972.

Hartwell, P. Dialect interferente in writing: A critical view. Research in
the Teaching of English, 1980, 2, 101-118.

L
PNV

Hull, C. H., & Nie, N. H. SPSS update. New York: McGraw-Hill, 1979.

'.x
A
4

3

3

2

:

B

Joiner, C. Memorandum opinion and order. (Martin Luther King Jr. Elementary
~School Children v. Ann Arbor School District Board) U.S. District Court
Eastern District of Michigan Southern Division, July,;..1979.- .

- Kroll, B. M. Developmental relat” mships between speaking and writing.
In B. Kroll and R. Vann (Eds.), “xploring speaking-writing relationships:
Connections and contrasts. Urbana, I11l,: NCTE, 1981.

Labov, W:. Language in the inner city. Philadelphia: Univ. of Penn. Press,
1972, ’

Labov, W. Sociolinguistic patterns. Philadelphia: The Univ. of Pennsylvania
Press, 1972, -

Labov, W.,*Cohen, P., Robins, C., & Lewis, J. A study of the non-standard
English of Negro and Puerto Rican speakers in New York City; Volume I:
Phonological and grammatical analysis. (Final Report, U. S. Office of
Educatien‘Cooperative Research Project No.  3288), 1968.




62 i 7

Lado, R. ¢ Linguistics across cultures. Ann Arbor, Mich.: The Uﬁiversity
of Michigan Press, 1957. ’

Montgomery, M. Writing 2s a second dialect. (Paper presented at the 1981

Southeastern Conference on Linguistics). - '

Politzer, R. Toward psycholinguistic models of language instruction. TESOL

Quarterly, 2, 3, 1967. - .

Richards, J. A non-contrastive approach to error-analysis. English Language
Teaching, 1971, 25, 204-219.

S Richards, J. Rhetorical and communicative styles in the new varieties of
English. Language Learning, 1979, 29, 1, 1-23.

Sternglass, M. Close similarities in dialect features of Black and White
college students in remedial composition classes. TESOL Quarterly, 1974, 8
271-283.

WeRaar sy et

Siegel, S. Nonparametric statistics for the behavioral sciences. New York:
McGraw-Hill » 1956 . ‘

~

“a3 ndme oS

Smitherman, G. A comparison of “he gralfand written styles of a group of '
inner-city Black students. (Docforal dissertation, Univ. of Michigan, 1969).
Dissertation Abstracts International, 1970, 31, 747A. (University Microfilms
No. 70-14645). ) p B A

Strakér, D. Y. Situational variables in language use (Technizal Report No. 16ix..
Univ. of I11l. at Urbana-Champaign: Center for the Study of Reading, April,
1980. (US-NIE-C-400-76-0116).

Tierney, R. & Mosenthal, J. Discourse comprehension and production: Analyzing:
text structure and cohesion (Technical Report No. 152). Univ. of I11l. at’
Urbana~Champaign: Center for the Study of Reading, January, 1980 (US-NIE-
C-400076~-0116). -

Whiteman, M. Dialect influence and the writing of Black and White working class
Americans. (Doctoral dissertation, Georgetown University, 1976). Disser-
tation Abstracts International, 1976, 37, 3595A. (University Microfilms

No. 76-28885). o




-Number of Dialect Patterns:
Black American English (BAE) and Intralectal (IL) -
. In Written Samples* -

Sample , Total _ (# of # of) i
Number Dialect - ( BE IL ) 3

33 13
34 11

Pt
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11
21
22
27
29 -
35
38
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*Ranked according to the total number of dialect pigperns.
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TABLE 2 T -
Samples of Speech Code Error Patterns

Expanded Syntax

Fragments: "Also it was said his grandmother who was on :
the wagon, Cynthia." :

Double Function Constituents: "Alex took two translators with he in asking K
) questions he tried to dig deapper in to -their :
fo fathers." ) . =

Split Sentences: "He Jid this by stripping to his underwear
) . sleeping in’ the dark, cold air, but he knew
: it wasn't even half as bad as to what Kunta

went through."

Vo e Nawd s

ety

Non-distinct Modifiers: "He was in the bottom of the ship stripped to f
the underwear." R

Non-parallel Constituents:, "Then he would return to the states for study |
't and to make information lucid.” :

Gapped Sentences: "Alex traveled to jeffrus Ghambi and there were ’%
usually two interpetus Alex usually __ them :

, many questions." 3

¢

Repetitious Sequences: "Root was based on the back grounds of Kuta B
Kenta when he was taken from Africa at the age a,

o of 16 years of age." . '

Abbreviated Semantics
Exophoric Pronouns: "Alex Haley is the descendant of Kunta Kinte, . _ - i
whom thay capture and put into slaverly by whites ~ ok

from Americz." . o

0 ~

Expphérit‘ﬂemonstratiyes: "From this Passaée I find that it beéan in 1750

5 the time - that in which Kunta Kinte was captured ~r~:5
* at age sixteen."

a
Y i ~

Formulaic Expregsionsi "From ﬁow he put it, we gather he had ﬁapers in itw
. - every corner of his house." o

-

"The wfiter didn t beat around the bush." )

\

- * - L
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TABLE 3
Number of Non-GAE Patterns in Written Samples
Dialect Patterns (DP), Speech Code Errors (SC), Print Code Errors (PC)
In Written Samples

v . Rrresa-dareti 1Y
: ‘

Sample

Number DP Sc PC
33 13* 5 22%
: . 34 : 1% 4 10#*
I 16 g -7 16*
. 17 7% 2 14%
; 19 7% 2 6
I 12 6% . 2 7
: 23, 5% 2 18
. 24 5% 2 11*
- 39. 5% 1 8
ﬁ 32 4* 2 8
.. - - 23 3% 2 8
‘ 36 3% 4 8
l 3 3% 2 8
"5 2 . 7* 6
0 2 6% . 8
‘ 14 v 2 2 9%
" 15 \ ‘ 2 2 6
. 18 2 4* 18+
25 2 7% S 8
' 26 2 2 9%
: 31 2 2 12#*
i : 37 2 2 15+%
l 4 , 1 4% 3
6 1 3% 3
20 1 0 5
| 28 1 6% 4
II 30 1 2 8
; . 40 1 5% 8
1 0 1 9%
I 9 2 0 2 4
. 7 0 2 7
) 8 T 0. 2 4
9 0 7% 12+
' 11 0 L* 4
i . 21 0 0 xxs 5
- 22 - 0 0 1
' 27 0, 6* 7
3 29 0 . 0. 5
8 35 . 0 0 6
I 3 38 0 1 20*

:ﬁ —— = * Revised Papers 3

3 e \
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Main Verb-last

Have-Aux

Modal .Aux

Pasaive V12

Verbal-Aj Vi3

Infinitive W1s

vis

N1

N2
Noun-Poss

N3
Pronoun-Csse NS
N-Plural *NS

'S1
Subi-v Ag

$2

Inverted Q

Existential | 34

Double Subj ss

56

¥odifier 3
wd

g_ﬁ'

Prepoeition Pl

Article Al

0 ed (regular verbs)

Had + V-ed
9 Past (irregular verbs)

® Copuls

V + V (paratactic verbs)

@ + V + Perf,

Had + V + @

Had + V + Past
Have + V + Past
Modal-Past + V-ed

Modal-Pres + V-ed

Be~Past + V¢

Verbsl-¢

To + V-ed

Verb Forms

# ®lural

6 Poss/Noun Phrase

9 Posa/Gerund Phrase

Pronoun-# Objective Case

L
Nouu-Plural (overinflected)

Subj-Pl + vae
There wvas + Subj Pl

Aux/Verb + Subj

it 1s

Subj + Pro

Subj-5g + V (overinflected)

Double Cowpsrative
Stem + $/Adj and Adv

"s" for “an"

~ TABLE 4 -
Non-GAE Patterns and Samples

First of all ne travel_ to Gambia vhere he talk_ to many
elderly Black Africans.

Alex had vent back to Juffure, in West Africa.
He begin by ssking these ancestors queations sbout ‘Africa.

The most touching thing in the pssssge -- vhere he tried
to figure out the anguish of his great grandaddy by... (Or)

Alex Haley would go ask - uh - go to London... (Or)

There ne asked "the elderly people about .hat their father's
__ told them vhen they were boys.

He learned about Kunta Kinte and how he had live_ in African
until he was sixteen.

He also went o lLondon to collect information from documents
nissionaries had vrote.

Roots by Alex Haley has showed all Afro~American people.

- whct kind...

Then he would returned to the states to make information
lucid.

...and his interpretors will interpreted vhat they anavered.

I think Haley would be plesse_ to know that others asre
interested.

Alex Haley being 8 determine_ person wanted to find out...

The only thing he cared about wes his asbition to traced
his family.

He done 8 lot of resesrch.

M. Haley knew that many volume_ of book_ could be written
about our sags.
— Alex Haley _ vesesrch then comes to Americs...

The purpose of Alex Haley_ talkin to us sbout this passsge
is to let us know...

++.who thes ssked many questions.

The sctusl characters did s very fairly vell job touching
many peoples...

Theee notebooks was thick.
There was 139 wén on the slave ship.

Alex Haley vanted to feel vhat was it like for Xunts Kinte
vhen...

...1t's & lotts material that comes from Africs...
And so Alex Haley, he did have s little dats,.snd so... (Or)
+s.there vere 5o many information to be obtsined.
...but he said they vere probably treated more badly... (Or)

He gained information from mostly the elder__
tribe.

people ‘of the
At the :rip. he made 8 booklet of many different :equcncc:
1n Xunta Kinte's life.

This story is sbout s Black man vho had 8_ vrarvhelning
curiosity about...
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TABLE 5
Number of Non-GAF Patterns
In Oral and Written Samples

Patterns i Oral Written Total
{:Vl, : 29 17 46
Verb-Past V2 0 2 2
V3 10 6 16
Copula V4 2 0 2
Paratactic Verbs V5 2 2 4
V') 2 2 4
Have Auxiliary {3; ; i 2
V9 3 1 4
. Modal Auxiliary '{312 g g g
Passive 'vi2 4 4 8
Verbal Adjective V13 1 5 6
Infinitive V14 1 1 2
Verb Form — V15 4 4 8
TOTAL VERBS: 63 52 115
Noun-Plural N1 6 21 27
Noun-Possessive {:gg 2 i lg i
Pronoun Case N4 5 2
Noun-Plural (Overinfl) N5 3 5 8
TOTAL NOUN-INFLECTION: 27 34 61
Subject-Verb Agreement {::; - g B g g
Question Inversion -~ 83 4 3 7 , '
Existential-It S4 2 3 l 5
Double Subject S5 6 0 6
- Subject-Verb (Overinfl)  S6 6 2 8
: TOTAL SYNTAX: 23 15 38
R . Double Comparative M1 1 1 2
Dgrived Adjective, Adverb M2 4 0 4- - \,
Preposition ) P1 4 2 6 -
Article Al 3 1 4 :
TOTAL MODIFIERS: 12 4 16

TOTAL NON-GAFE PATTERNS: 125 105 230
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. ' TABLE 6
Non-General American English (Non-GAE) Patterns

Oral Only Or & Wr Written Jply
! V1

V2

V3

V5
V6
. V7
A v8
v9

V10
Vil
Vi2
V13
V14
V15
N1
N2
N3
N4
N5
S1

53

85
S6 -
M1 -

M2 ' -
P1
Al

2




»~

VERBS
NOUNS

SYNTAX
ALL OTHER

TOTAL ERRORS

Mean Ranks
Oral Written

1.60
1.47
1.59
1.53

~1.71

1.40
1.53
1.41
1.47

1.29

Table 7
Results of Friedman Two-Way ANOVA

Chi Square

1.400
0.114
1.029
0.114

6.429

e

69 B

-

Significance

.237
.735
.310
.735

*.011



TABLE 8 |
~Oral and Written Usage of Non-GAE Patterns for Total Group

A) +Dom Or/+Dom Wr B) -Dom Or/-Dom Wr

Vi
V3

C) ~Dom

‘N2
‘N[‘

Or/+Dom Wr
Vil
'V14
'Vls

D} +Dom

¢

A)Oral only - = Or  Wr or  Wr
100% V7 S0% 40¥ V1 34% 49%
100! V13100 56 V3 28 40
100. S1 100 36 V6 67 100

S3 100 60 V8 50 100
S4 100 60 V9 75 100
s6 55 29 Vil 17 67
PL 106 67 Vi2 67 €0
Vid 20 100
Vis 33 50
NI 19 33
N2 43 S0
NG 45 67
NS 33 38
Al 75 100
TABLE 9

Pominant vs. Non-Dominant Usage of Non~GAE Patterns for Total Group

Or/-Dom Wr
v7

Sl
S6

E} Written only.:.

H
£
&
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TABLE 10 )
Transfer vs. Non;}'ransfer -Patternms- of the I?.. Group
Transfer . Non-Transfer
4age ] + Dom %age +
Or Wr o or Wr Or  Wr Or  Wr )
V6 100%  100% V6 VL 26%  "58% W1 - + oo
V8 100 100 V8 i1 17 67 vi1 - '
s 272 20 w5 - - V4 20 100 via -
) V9 75 100 :
N2 71 50 N2 NL 31 41 :
N6 100 100 NG NS 7 38 S
ML 100 100 Mo+ ¥
P1 100 100 Pl + + L
Y13 100 40 13+ - "4
s1 100 22 s1 + - :
$6 57 33 Vo o+ + s6 + -
M- - , :
N5 - -
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Variable Usage of Non~GAE Patterrns by IL Group
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TABLE 11
Text-Effectiveness Scores for 78 Writing Samples

ised SC

SR R NN T XA Y e 4
R R ASTS R

Revised PC

Rev

.

Revised DP

1

rigina

0

Sample
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"TABLE 12° g

Matrix of Pairs of F-¥alues

From an Analysis of Variance of Text Effectiveness Scores
Between Original and Revised Papers

SVeW e af e fes et Sze o e s

{

——y.

A | .002 |.002

.058

B .002

.206

——

.206

1.002

.002

.002

S

KEY TO PAIRS :

Original Papers
[}
DP SC EC
A B c.

Revised Papers

DP
D

sC
E

RC
F
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TABLE. 13
Text-Effectiveness Scores of Hi- and Lo-Proficiency Writers

{
i

[2]
[ &)
3]
U4
[o]
£

Sample # of DP's # of SC*s

T-E Score

Sen S

o
SO NOOIFIITNNINDOTO~ NN OO
[ ~ ~ o~

1417062600042420.62271

OHOONOHHOONHMOINOCODONNO

54219776320087776655
44443333333322222222

228

157

56

15

Total

O WO MO

pa———" S

NANNOONNNNT NS NI AN NN N -

60

7

«0 wleageor —

4

24210.257““—..3208214”75

Total

13
15
14~
23
17
34
24
36
31
12
16
26
40
32
33
19
39
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TABLE 14

Dialect Patterns in Written.Compositions of Hi- and Lo-Proficiency Writers :

Ry

Hi- and Lo-Group Hi-Group Only Lo-Group Only
Vi V2 V8
V5 V3
*V10 V6
*Vil V9
V15 V12
Vi3
_ \ *V14
‘ N1 N3
N2 NG '
NS
i S1 S2
S3 S4
*S6 . .
Pl | M1
' Al

o L8

7
i

e

3 $




TABLE 15 ,
Transfer vs. Non-Transfer Patterns for Hi and Lo-Proficiency Writers :
Hi-Group Lo-Group :
Zage +Dom Zage HDom ;
DP- Or Wr Or Wr Oor Wr Or Wr "
V4 0o 0 o p 25 0. - @ r !
V2 0 0 @ o) 0 18 1) -
S2 0 0 1) 1) 0 100 1) + 3
V7 0 0 1) 1) 25 50 - + ‘
N4 0 0 ¢ ¢ 50 100 + +
V12 0 ) ¢ ) 66 80 + + s
V9 0 0. g 9 75 100 . + + t
V13 0o 0 6 .0 100 55 + 4
S4 0" 0 ¢ ¢ 100 60- +° o+ :
M1 0 "0 1) 1) 100 100 + S+ ;
M2 21000 + ¢ 00 0 + 9 |
S1 100 0 + 9 100 36 + - I
Al 100 ] + 9 66 100 + +
N3 100 ) + 9 62 100 + +
V6 66 0 + ¢ 50 60 + + H
S5 57 0 + 1) 28 0 - 1) :
V3 23 0 - .9 30 40 - - - :
*V14 20 0 - ¢ 0 100 6 + :
V11 17 0 - 9 0 50 ) +
*N5 8 0 - 9 7 S0 - ¥
. *WIG 0 50 ¢ + 0 50 ¢ +
*56 37 50 - + 100 50 + 1+
N2 44 100 -+ 33 4 o -
V1 23 25 - - 40 55 - * .
N1 28 15 - - 12 36 - - g’
Vs .56 100 ¥+ 0 100 ¢ + ;
V8 100 100 + + 100 e + 1)
Vis 100 100 + + 27 43 - - b
83 100 67 + o+ 100 50 + + .
P1 100 50 + o+ 100 100 + +




Vi
V2
V3
V4
V5
V6
v7
V8

V9 -

V10
V11
V12
V13
V14
V15
" N1
N2
N3
N4
N5
S1
52
S3
S4
S5
S6

M2
Pl
Al

Table 16
Feature Matrix of Hi- and Lo-Proficiency Group Use of
Dialect Patterns

Transferring Monitoring Editing Controlling

Hi-P Lo-P Hi Lo Hi Lo Hi Lo Hi Lc
T M Vi€— V1
C M V2- »vV2
M V3———pV3
¢ 1 . V4———PV4
T M . V5 4 V5 p ‘
. E T A [ »VE
C M. _ - V75— —» V7
T . M v € - V8
C T \ V9 — —» V9
M M . V10610 )
M .M V1lesV1l
C T V12 - »V12
c T V13 »V13
M M V1444V14
T T V1564715
T T Nle—s N1
M T N2——PN2 .
M T N3‘——"N3
c T . N4 . -+ N4
E M . ——— -N5/——®N5 S
E E . T sieedt
C M s2 — P S2
T T S3¢-9s3 .
cC T A : > S4
E E S54¢-4S5
M T S6———» S6
c T M1 ~»ML
E E ' M2e—22 \
T T Ple-»P1 . .
E T AL : » A1
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Table 17
Continuum of Dialect Patterns

A B C D
— — w— ems ma— e e . — — e e e eme o el e cta o - — — - -——-Aﬂ—-
(T A = N\ A e v ‘
{ | \ \ ' t
Lo - Hi Lo - Hi Lo -~ Hi Lo - Hi Lo - Hi Lo - Hi
. T T T M M M M E E E E C
N1 ¢ Pl . 91 @ ed V10 \ V3 Pres/Past S5 Dbl Subj V4 @ Cop
: . od + Ved :
Y15 Perf for Past N2 Poss/NP Vil N3 @ Poss/Gerund {N2 @ ly
S3 Inv Ques‘ S6 Subj-Verb V14 Inf + ed
P1 Prep —
o ] T 1 I 1
+ { +
l ++_ - - - -_* | A :,!‘L ¢ !
|\ "\ J"~ ,,-'“ K
““"“'--\(""'"—' "'"’""_h""\-’ ——————— T T T T TmTtTN T T T ¥ AV
A B C D
T = Transferring
M = Monitoring
E = Editing
C = Controlling
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Appendix A
Definition of Terms

80

Abbreviated Syntax - Patterns for which meaning is under-represented in the
surface structure; used in this study to refer to the use of .personal
and demonstrative pronouns and to formulaic expressions that do not
fully represent meaning.

Black English (BE) - Phonological, morphological and syntactic patterns that
systematically occur in the spoken language of Black people. Black
English is used here to refer only to the structural features of the
language.

Dialect Patterns (DP) - Patterns containing both specific structural features,

, _e.g. Black English patterns, and basic structural types, e.g. intralectal
patterns, that have variable representations-in different speech varieties--
including regional, social and ethnic dialects as well as accented speech

Edited American English (Ei ) - Refers literally to patterns that are so

- constructed thit the rules used in editing written English are not violated.
Many of the’features of non-mainstream dialects, speech code errors, and .
print code errors represenf violations of rules used in editing written
English. .

Expanded Syntax - Pattérns represented in connected speech by the combining of
perceptual clauses. The surface structure of errored sentences in this
category. under-represent meaning'and are therefore a sub—category of the

* gpeech ‘code error patterns.

1

.

Intralectal Patterns - Basic structural types (or frames) that have variant
representations across dialects but their surface forms do not correspond
With tHe more stable features of any particular dialect of English. \\'

3

Non-Edited American English Patterns (Non—EAE) - A broad category used to refer
to language units containing forms that conflict with rules used to edit
«  written English—-includes dialect patterns, speech code errors, and print
code errors.

. . . v

Print Code Errors - Signalling devices that code written information inaccurately,
e.g. an 3postrophe used to code plurality, or mispelled, words.

Speech Code Errors - Patterns used quite frequently in spoken language, regard-
less of dialect, but when used in w-itten language violate rules for editing

w.itten language, e.g. incomblete sentences and repeated .units of speech \

. e

-
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Appendix B B . b )
Personal Data Form
BACKGROUND
1. Where did you attend elementary school? )
/ N
City State’ .

2. Wherg did you attend high school? .
City - State ) |
3+~ What writing courses did you take in bigh schooi? -
‘ |
: i
) ;
. :
~, :
N 't." ‘
. |
’ "
4. What writing courses did you take in college? . Vl
|
|
|

DIRECTIONS

<
n

In the passage below Alex Halé& tells of his experiences writing the
book Roots. R

",

~
1. Read the passage silently while listening to the tape.

‘2. Summarize the passage orally. Record your oral response on the tape
.recorder provided. * N

., \
kY

3. .Summarize the passage in writing. Write the summary on the paper pro-
vided.



APPENDIX C
Coded Sample, Oral

Paper 17 Cr, S3
In writing this book it takes, um, architectural structure and actual

.

process in beginnin' the book. Alex Haley went , foundthat Kunta

o

. 1 .M
Kinte was born in Jeffra in The Gambia in Wes' Afrieca. There he ax elder

53 3
people and what did their fathers tell them about them bein' as boys? -

————

Alex ‘Haley then took a trip to London where he regearcé__ African culture
-and um he then ...When Alex Haley went ta Jeffro, Campia ‘ot whatever

and , West Africa,.he took two speakers that could interpret what the -
@
Africans were sayin'. Alex Haley found out that um, Kuta Kinte was

. - Vi . .
captured at the age of 16. There Alex Haley ékartlmakin' a notebook-, 16

A
4

notebooks starting at the age of one, two, and so on. Then the notebooks - \\
S :
was laid down on flat surfahes. shelves, tables, and the notebooks waJ
—— I —

coverin' square foot of the floor. There was only enourh room for a
walking passage. Alex Haley went back to the seventh generation where

it started with Kunta Kinte , then Kizzy and fiddler and Chicken Georee.

. Y-y ‘.
R R B . .
Kunta Kinte was captured and then put on a ship. Alex Haley, he researched the

18th Century and 19th Century an' b the 20th Ceh;ury.

-
.
-
.
*
#
5

LS
.
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. ‘ APPENDIX C
‘ Coded Sample, Written

Paper 3 Wr Sl\\ o s ) .
vi ‘

Alex Haley invision finding his ancesterial background dating.back
P, \
» .in Africa éuring slavery. He had many questions that were unanswered.

He began his studies by traveling to Africa with two interpreters.
Vio
When he reached a particular tribe he would questiongé.the eldest people

of the tribe about parents and anything they could remember. He recorded

<0

aLl information and studied it. After questioning he would fly to

-

. Vvio
London for more research and study. Then he would returned to the States
for study and to make imformati. Tucid.

\Mr. Haley kept a history of the‘i}fe of Kuta Kwnite. He had one

.

‘page for each year of his life. He tried to picture Kuta's er—eriences
of being a slave. For example, he spent all night on a hrat, stripped

to his underwear, but even then, he wasn't able to experience the terrible,

pain and harrassment ghif these slaves felt.

But after years of carefull and deligent study, we've been able to

N -

find out more about African Slavery. But there are still many questions

- -

unanswered.
[4
\ \
<
\ i .
\ |
\ \\
-, Ve \
-~ i

. ~ " « \
o \\ | 53(; \
\iiiiﬁna N \\

"«5; oo . _ et BN _ng.wz«

. ’ '\\ ) x “j\'ﬁ:




o w e e - * . RN TGRS
- P PO C . LI LR PUPE L R N vw‘«-wn:ﬁ,mv%
B R co - \ - . ;
K
\ 4
s
\ i
\

84 ’

" Appendix D | ) .
List of Original and Revised Papers ‘ -

Original . Revised Revised Revised . g
Paper for for for E
Number | ., Didlect Speech Code Print Code N

- - X b

N
™o
11
.

-

1
»af PS>
1

|
|
|

[
k]
[
vy g hars e Keasd L rad v 6 dn

HO\DG);QO‘\U!bM
|
|
[}

‘ b
[
1t
<

1 <
I
LI

—RGKBBQBSEZSGKBE
1 »<
[ [
1 |

[}
-
»<

|

|
[
»<

1
ta e
it

1
Ll -

Wl wwwwwn N
D O N & W RO WV e
[
bl

1

»<
P
|
[ |

40, ‘ -

\ X = Reviaeq ’ . 1
v -~ = Not Revised
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! - Appendix E :
: | ' MEMORANDUM ' ;
. . .o
] DATE: July 16, 1981 3
TO: Holistic Evaluators -~ ‘ "l

: Eckert, Ga:ton, Hersch, James, Logan, Nispel, . ) %

Robitaille, Torsney, Valdez, & Verner

Vreraan,

v FROM: J. Scott - ‘ , , :

. ——

RE: Essay Evaluation
. }

———

203 L 2hS T AR e w5

Your evaluation of the writing samples will be used in a research
project. The research design calls for a spontaneous,fholistic rating of '
each writing sample by ten evaluators. You should therefore read thef
papers and assign a rating as rapidly as possible. The rating scale to
R : be used is 1 - 6: 1 = low and 6 = higﬁ. The research design also calls
for a control .of outside variables that might affect the ratings assigned

' to papers, e.g. fatigue of reader. The samples are divided into four"

' sets, A - B - C - D, and each évaluator has been assigned an order in.which
to read the sets of papers. The papers in each set should also be read in ,
the order in which they occur. Both the order and the syontaneity of
ycu¥ responses are important. Please do not go back to earlievr papers
nor ahead to later papers. } J }

Attached is a copy of your evaluation forms and the assignment J g

that was used to elicit written samples froma group of first term college '
freshmen. ) :

.‘E ¢ -

Thanks for agreeing to evaluate the wfiting samples. '

el
- |
4 ] !
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